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Abstract

The brain is a biological system orchestrating its em-
bodied agent’s perception, learning, and behavior in the
environment. Recently, we elaborated on the brain the-
ory of higher-order functions in a physics—guided man-
ner. Our study revealed that the brain’s Bayesian infer-
ence facilitates local, recurrent, and unsupervised neural
dynamics, completing the perception—action closed loop.
In this work, we extend our effort to incorporate ‘learning’
into the formulation by accounting for learning as infer-
ence as well and derive the governing equations unified
with perception and motor behavior. Subsequently, using
a parsimonious generative model, we show how the brain
integrates the Bayesian mechanics of learning subject to
a time-dependent sensory stream. As a result, attractors
are manifested to form in neural phase space and make
dynamic transitions during the learning period.
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Motivation and Aim

Biological agents recognize and respond to the external
world by calling forth internal models in the brain. In addi-
tion, learning constitutes the crucial brain function of consoli-
dating memory, e.g., via Hebbian plasticity (Hebb, 2002). The
brain’s perception, body control, and learning are conjointly
organized to ensure the agents’ homeostasis and adaptive fit-
ness in the environment.

Recently, we have pursued a brain theory reckoning per-
ception and motor operation to be active inference (Kim, 2018,
2021, 2023). We postulated that the physical brain is in a
nonequilibrium stationary state, continually aroused by sen-
sory stimuli, and the functional brain is capable of performing
variational Bayesian inversion of the sensory data. Conse-
quently, we accounted for the brain’s functional behavior as
described by attractor dynamics in continuous neural mani-
folds; we developed the governing equations of attractor dy-
namics in the brain, which we termed Bayesian mechanics
(BM).

In our previous studies, however, we did not accommodate
the learning part in our formulation. This work incorporates
the brain’s learning dynamics into the BM. We aim to pro-
vide a simple but insightful model for learning as an inferen-
tial computation. In doing so, our agenda is that the biolog-
ical brain operates continually, not discretely, using continu-
ous environmental representations; also, the brain’s learning
is a macroscopic phenomenon that can be better understood
when guided by statistical-physical laws.

Bayesian Inversion in the Brain

We denote the brain’s representation of the sensory pertur-
bation by s and that of the external cause by u; the former is
encoded at the brain-environment interface and the latter in-
side the brain, both by neurophysical variables. In addition,
the synaptic connection between two neural states y and s is
potentiated by the weight variable w; namely, learning is also
mediated by neurophysical variables, not arbitrary free param-
eters.

From the brain-centric view, the environment is external
or ‘hidden’. Accordingly, we shall focus on the brain’s inter-
nal model without paying attention to how environmental pro-
cesses induce sensory perturbation at the interface. Thus,
the sensory data s are assumed to be given and are to be
perceived by the neural observer u using a generative model.
Our Bayesian framwwork prescribes synaptic efficacy as that
u transmits a presynaptic signal, to which s responds post-
synaptically, relayed by the synaptic weight w. Overall, the
brain’s functional behavior is attributed to inferring the external
causes of sensory data by ‘inversion’, namely, the posterior.

Generative Learning Model

It is conceded that the brain is encoded with an inter-
nal, generative model of sensory arousal, ‘perceptual ele-
ment’ in Hebb’s term (Hebb, 2002). Apart from the likelihood
p(s|u) encoding the brain’s prediction of sensory-data gener-
ation, the full probabilistic model p(s,u,w) must include the
prior over the hidden states p(u) and sensory evidence p(s)
(Buckley, Kim, McGregor, & Seth, 2017). Here we further as-
sume that the brain’s belief about synaptic efficacy is encoded
by the weight variable w as another prior p(w). In this work,
we shall adopt the following product rule,

p(s,u,w) = p(slp,w)p(ulw)p(w). (1)

Next, we must provide the purposeful objective function
that can be defined in terms of only biophysical brain vari-
ables (Friston, 2010). For a static or instant sensory input,
the Laplace-encoded, informational free energy (IFE) is the
objective to be minimized for variational Bayesian inversion
(Buckley et al., 2017). However, for time-dependent sensory
events, the variational objective must be generalized over a
temporal horizon (Kim, 2018, 2021), which we will investigate
further in the present work. Furthermore, we suggest that all
the involved probabilities must be specified as biophysical en-
semble densities in the brain matter in nonequilibrium station-
ary states (Kim, 2023).



Continuous-State Bayesian Dynamics

We assume that the synaptic rate representing ‘plasticity’,
i.e., w=dw/dt, is described by a Langevin-type equation for
the weight variable w:

W= h(w,u,s)+C, (@)

where h is the biophysical force generating weight change,
and ( is the associated noise. By further assuming that the
noise { is Gaussian-distributed about zero mean with a cer-
tain variance, we can specify the prior p(w) in Eq. (1). The
detailed consideration of the temporal correlation of the noise
is an important biophysical issue.

Next, by practicing the principle of least action (Landau &
Lifshitz, 1976), we will deliver the deterministic equations of
motion for the latent variables, which perform Bayesian inver-
sion incorporating both perception and learning. To this end,
we need to build a Lagrangian, for which we hypothesize the
aforementioned Laplace-encoded IFE serve. For the focused
learning dynamics, we shall adopt the synaptic weight w and
its conjugate ‘momentum’ denoted by p,, as the latent vari-
ables. These variables span neural ‘phase space’ where dy-
namic attractors form and make transitions. Here, we present
the anticipated learning mechanics from our formulation:
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where g is the biophysical force of sensory-data generation.
A simple specification is g = wu, which underlies the sensory
prediction by the neural observer as the linear map.

The workings of the weight dynamics [Egs. (3)-(4)] is sub-
ject to the choice of the generative function 7. We shall explore
the following learning function:

]’Z(S,‘u, W) = Qsp —yw, (5)

where the first term accounts for the standard Hebbian plastic-
ity; the second term describes the Miller-MacKay model (Miller
& MacKay, 1994), which prevents unlimited growth in synaptic
weight. The Miller-MacKay model may be replaced with Oja’s
rule —nszw to explore nonlinear learning (Oja, 1982).

Numerical Results

Here, we only present the outcome from a minimal model to
elucidate the essential features; however, the model is scal-
able to incorporate both the multi-synaptic channels and the
cortico-cortical architecture in the brain.

In Figure 1, we illustrate attractor dynamics, which shows
the dynamics of phase trajectories in the course of the brain’s
integrating the BM of closing a perception-action loop [we re-
peated the calculation in (Kim, 2023) with modification]. The
full latent dynamics is described in the 6-dimensional mani-
fold in the studied model; however, we depicted the attractor

Figure 1: Dynamic transition of an attractor in neural phase
space spanned by u, a, and p,,, which, respectively, represent
the brain’s expectation of sensory cause, motor variable, and
prediction error in arbitrary units.

dynamics in the projected 3 dimension for illustrational pur-
poses.

In the present work, we add the proposed learning dynam-
ics [Egs. (3)-(4)] to the BM; we are exploring the brain’s per-
ception and learning of ‘nonstationary stimuli’. When a per-
ceptual event elicits the sensory state s, the proposed BM ac-
tivates attractor dynamics in the brain, which Hebb termed the
phase cycle of a cell assembly (Hebb, 2002). Another sen-
sory signal will launch a separable attractor with a distinctive
phase cycle (Kim, in preparation). Furthermore, it would be of
memory relevance to study temporal overlap and transience
of independent attractors over multi-regions. In this respect,
memories are generated via large-scale attractor dynamics.

Discussion

The momentum representation we unveiled [see the de-
scription above Egs. (3)-(4)] matches with prediction error in
predictive coding theory (Shipp, 2016). Recently, researchers
found evidence of error neurons encoding prediction errors in
the mouse auditory cortex (Audette & Schneider, 2023), which
provides a neural base for our theory.

The neural circuitry proposed by our simple model accounts
for the functional behavior of single cortical columns. We draw
attention to an interesting report by others showing that ev-
ery column in the neocortex behaves as an independent sen-
sorimotor system, all performing the same intrinsic function
(Hawkins, Ahmad, & Cui, 2017).

Finally, we recapitulate the premises of our theory: 1) the
brain matter obeys physics laws and principles and affords the
biological base for the emergent Bayesian mechanics; 2) the
brain is a neural observer and capable of learning a model
of the world, which reflects the subtle but inevitable top-down
teleology in the current brain theory.
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