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Abstract: 

Computational model-based analyses of behavioral and 
neural responses to natural sounds offer insights into the 
acoustic-to-semantic transformations involved in sound 
recognition. However, the inherent relation between low-
level/intermediate features and semantic dimensions in 
natural stimuli complicates interpretation. Here, we 
present a method to identify optimal sets of natural 
sounds, minimizing the dependence between modeled 
representations at acoustic/intermediate and semantic 
level. We applied this approach in a behavioral 
experiment where participants made pairwise similarity 
judgments of sounds and semantic labels describing 
them. Our findings demonstrate that sound similarity 
judgements were most accurately modeled by the 
intermediate layers of a sound-to-event DNN (Yamnet), 
with minimal contribution of a semantic model 
(word2vec), whereas semantic similarity judgements 
exhibited the opposite pattern. These results highlight 
the effectiveness of our approach in dissociating 
acoustic and semantic processing of natural sounds, 
providing a framework for investigating further the 
neural computations underlying the processing of such 
stimuli. 
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Introduction 

Deriving meaning from sounds is crucial for 
comprehending our environment, yet the mechanisms 
by which acoustic information is transformed into 
meaningful semantic representations remain 
incompletely understood. Recent studies have utilized 
deep neural networks (DNNs) trained on auditory tasks 
to model behavioral and brain (fMRI) responses to 
natural sounds (Giordano et al., 2023; Kell et al., 2018; 
Tuckute et al., 2023). Giordano et al. (2023) compared 
the contribution of acoustic, semantic (NLP) and sound-
to-event DNNs representations in modeling auditory 
perception. Among their findings, it was shown that 
sound dissimilarity judgements were predominantly 
predicted by sound-to-event DNNs, especially within 
intermediate layers of Yamnet (Gemmeke et al., 2017), 
https://github.com/tensorflow/models/tree/master/rese
arch/audioset/yamnet), while semantic models 

https://github.com/tensorflow/models/tree/master/research/audioset/yamnet
https://github.com/tensorflow/models/tree/master/research/audioset/yamnet


(word2vec, Mikolov et al., 2013) also accounted for a 
significant portion of variance. However, whether this 
latter observation truly reflects semantic-level sound 
processing or is influenced by the inherent association 
between intermediate (referred to herein as 
hyperacoustic) and semantic representations remains 
unclear. 

In this study, we develop an approach to identify 
optimal sets of natural stimuli, minimizing the 
dependence between alternative model 
representations and thus the efficiency of the 
experimental design, e.g. within linear modeling 
statistical frameworks (Mumford et al., 2015). 
Specifically, here we aim to identify a set of 150 natural 
sounds, minimizing the (linear and non-linear) relation 
between hyperacoustic and semantic sound 
representations. We employ this optimized stimulus set 
in a behavioral paradigm in which participants rated the 
similarities between pairs of sounds and semantic 
labels. Results demonstrate the effectiveness of our 
approach in dissociating acoustic and semantic 
processing of natural sounds. 

Methods 

Initial stimulus set 
An initial set of sounds was obtained from FSD50K, an 
open dataset containing 51,197 audio clips, human 
labeled across over 350 classes from the AudioSet 
Ontology (Fonseca et al., 2022, 
https://zenodo.org/record/4060432). The selection 
process involved listening to sounds to ensure they 
could be distinctly identified as belonging to one basic 
label (i.e “guitar playing”); labels indicating 
superordinate level categories  (i.e. “music playing”) 
were excluded. This selection procedure resulted in a 
final set of 1,377 sounds, organized in 240 categories, 
each with five to six exemplars. For each sound 
category, a standardized semantic label was 
established, consisting of one noun describing the 
sound source (“who/what” sound descriptor) and one 
verb describing the sound mechanism/action (“how” 
sound descriptor, Giordano et al., 2022). 

Selected sounds were preprocessed to ensure a 
duration between one and two seconds, for maximum 
subjective identifiability, then normalized to achieve the 
same peak of the time varying  root mean square 
(RMS).  
Model based stimulus selection 

We selected an optimal subset of 150 sounds from 
the initial set of 1377 through an analytical procedure. 
Initially, we computed vector representations for each 
sound and linguistic label using Yamnet’s ReLu layer 8 

(considering the first 0.96s of sounds) and Word2Vec, 
respectively. We selected these representations as 
indicative of hyperacoustic and semantic processing 
based on a prior study (Giordano et al., 2023). We then 
formulated the optimal stimulus selection as the 
problem of identifying a subset of 150 stimuli that 
minimizes the dependence between these two vector 
representations. As a metric of dependence between 
vector spaces, we employed the distance covariance 
(dCov, Szekely et al., 2008), calculated from pairwise 
cosine distances within the vector representations. 
Subsequently, we obtained the optimal stimulus set as 
the solution to a mixed binary quadratic minimization 
problem (MBQP), solved using CPLEX (IBM).  
Alongside dCov minimization, we introduced the 
additional constraint that no more than two of the 
selected stimuli belonged to the same category.  
Behavioral experiment 

A behavioral experiment was conducted (N=7 
participants), which included two distinct tasks. In the 
sound similarity task, participants judged the similarity 
of paired sounds by moving a slider along a scale 
marked with “very different” and “very similar” at the 
two extremes. The same rating method was adopted 
by participants in the semantic similarity task to judge 
the similarity of paired semantic labels. The sound 
(label) pairs were randomly derived from the optimized 
subset of 150 sounds. Each participant was presented 
with 300 pairs of sounds and 300 pairs of semantic 
labels, the same pairs were used across both 
conditions. The order of the tasks was 
counterbalanced across participants. All participants 
had normal hearing. 
Comparison between behavioral and 
computational models 

To assess the relation between behavioral results 
and model representations, we computed Pearson 
correlations between perceived similarity judgements 
for sound or semantic tasks and cosine similarity of 
Yamnet and word2vec embeddings. Additionally, 
layer-by-layer correlations were performed for Yamnet 
embeddings. 

Results 
The dCov sum of squares for 150 sounds resulting 

from the MBQP solution was much smaller (6.91), 
compared to those random selections with the same 
constraints of no more than two selected stimuli from 
the same category (36.13 ± 4.72, n=8925)). 

The analysis of behavioral data demonstrates a high 
correlation between sound similarity and Yamnet 
embeddings and a small correlation with Word2Vec 
embeddings (Figure 1 a). Conversely, semantic 



similarity judgments exhibit a stronger correlation with 
Word2Vec embeddings than with Yamnet embeddings 
(Figure 1 b). The dominance of the hyperacoustic 
model and the absence of semantic contribution was 
evident in 6 out of 7 participants during the sound 
similarity task (Figure 1 c-i). This validates our 
hypothesis that minimizing the dependence between 
Yamnet and Word2Vec embeddings for sound 
selection would enhance the dissociation between 
hyperacoustic and semantic representations. 

Layer-by-layer correlation between Yamnet and 
behavioral similarities is illustrated in Figure 2. Overall, 
all layers are more correlated with sound similarity than 
semantic similarity judgements. Results confirm that 
intermediate layers (highest correlation in Relu layer 8) 
are more correlated than early or late layers (Figure 2 
a).  

 
Figure 1. a-b) Correlation between sound similarity (a) 
or semantic similarity (b) and Yamnet (blue) and 
Word2Vec (green). c-i) Correlation between behavioral 
similarities models per subject. 
 

 
Figure 2. Correlation between behavioral sound 
similarity (a) or semantic similarity (b) and Yamnet 
layers’ embeddings. 

Conclusion 
Our results demonstrate the efficacy of our analytical 

stimuli selection approach in disentangling acoustic 
and semantic representations. We are currently using 
the obtained stimulus set to collect brain responses 
(fMRI, MEG and intracranial EEG). and investigate the 
neural computations underlying the transformation of 
acoustic to semantic presentations.  
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