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Abstract

This study explores the temporal dynamics of language
processing by examining the alignment between word
representations from a pre-trained transformer-based
language model, and EEG data. Using a Temporal Re-
sponse Function (TRF) model, we investigate how neu-
ral activity corresponds to model representations across
different layers, revealing insights into the interaction
between artificial language models and brain responses
during language comprehension. Our analysis reveals
patterns in TRFs from distinct layers, highlighting vary-
ing contributions to lexical and compositional process-
ing. Additionally, we used linear discriminant analysis
(LDA) to isolate part-of-speech (POS) representations, of-
fering insights into their influence on neural responses
and the underlying mechanisms of syntactic processing.
These findings underscore EEG’s utility for probing lan-
guage processing dynamics with high temporal resolu-
tion. By bridging artificial language models and neural
activity, this study advances our understanding of their
interaction at fine timescales.
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Introduction

The representations of modern language models have been
shown to linearly map to brain responses to the same linguis-
tic stimulus (Huth, de Heer, Griffiths, Theunissen, & Gallant,
2016; Caucheteux & King, 2022), as measured by fMRI or
MEG. This may suggest that the two systems share similar
mechanisms when processing language.

EEG, with its high temporal resolution, is an powerful and
practical source of data for exploring the timescale of lan-
guage processing in the brain. However, previous work has
focused on simpler non-neural (Broderick, Anderson, Di Lib-
erto, Crosse, & Lalor, 2018) or recurrent (Hale, Dyer, Kuncoro,
& Brennan, 2018) language models, often using a link func-
tion, such as surprisal.

Here, we map the word representation of a pre-trained
causal transformer to EEG data recorded from subjects lis-
tening to the same stimulus, via a linear convolution model.
The objective of this preliminary work is to investigate the
relationship between artificial models and the brain at small
timescales, considering different layers of the language model
and language aspects, such as syntax.

Methodology

We use publicly available EEG data (Bhattasali, Brennan, Luh,
Franzluebbers, & Hale, 2020), recorded from 52 subjects lis-
tening to the first chapter of Alice’s Adventure in Wonderland.
We limited the analysis to 33 participants, excluding subjects
with excessively noisy recordings or with poor scores in the
post-experiment text comprehension test. For computational
purposes, the signal has been segmented into 2 s windows,
with a 10% overlap.

The same linguistic stimulus was given word-by-word to
a pre-trained language model, GPT-2 (Radford et al., 2019),
and word representations were extracted from the embedding
layer and from a deep layer. We selected layer 9, as this
has been previously shown to better predict brain responses
(Caucheteux, Gramfort, & King, 2021). The activations were
transformed to a vector with the same sampling frequency as
the original data.

For aligning EEG activities rt,e and word representations
st−τ,i, we use a time-lagged linear regression model (Crosse,
Di Liberto, Bednar, & Lalor, 2016):

rt,e = ∑
i

∑
τ

wτ,e,i st−τ,i (1)

where e indicates electrode and i is the GPT-2 representation
dimension (i ∈ [0,768]). w is the linear filter kernel of length
τ that, when applied to the stimulus s, it transforms it into the
brain response r. This filter is known as the Temporal Re-
sponse Function (TRF).

We implemented the model in PyTorch, using a kernel rang-
ing from -100 ms to 1 s relative to the word onset. To pre-
vent overfitting, a L2 regularisation was applied to the model
weights: the value of the regularisation coefficient was chosen
among ten log-spaced from 10−3 to 105 using 5-fold cross-
validation. For each participant, a model trained with the best
parameter is then tested on held-out data from that specific
subject, and the Pearson correlation score between the origi-
nal and reconstructed EEG signal is computed.

To isolate syntactic factors in the language model repre-
sentations, we used linear discriminant analysis (LDA), mo-
tivated by previous work showing that language models en-
code linguistic features in a linear manner (Linzen & Baroni,
2021). Specifically, we reduced the original 768-dimensional
word representations to the same number of dimensions as
the linguistic features of interest, in this case part-of-speech
(POS).
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Figure 1: A) TRF obtained using the embedding layer (l=0). B) TRF obtained using a deep layer (l=9). C) Topographic map
showing correlations between original and reconstructed EEG signal for a subject with high comprehension score. D) LDA-
reduced representation space, with samples coloured by POS tag. E) TRF obtained using LDA-reduced representations.

Results

Our results show that mapping embedding (l=0) and deep
(l=9) layer activations to EEG data lead to noticeably differ-
ent TRFs. As shown in Fig. 1A), the TRF for the embed-
ding layer mostly displays negativities, especially in late time
scales. On the contrary, the TRF for the deep layer (Fig. 1B))
shows stronger negativity in the 200 ms region, and a positive
effect in the post 600 ms region, compatible with a P600 event-
related potential (Coulson, King, & Kutas, 1998). This shows a
fundamental distinction between the embedding layer, that en-
codes only lexical information, and a deep layer, that encodes
compositional information as well.

In Fig. 1C) we show the correlation between original and re-
constructed EEG signal for a subject with high comprehension
score, using activations from layer 9. The topographic plot
shows higher scores in the central and left-temporal regions,
normally associated with language processing. The correla-
tion for all subjects is 0.03 (p ≪ 10−5); per-subject correla-
tions and p-values have been aggregated using the Fisher’s
method.

To motivate the use of LDA to isolate syntactic representa-
tion, we plotted the reduced representation space in Fig. 1D).
Samples corresponding to different POS tags are tightly clus-
tered. Interestingly, samples corresponding to content words
(e.g. NOUN, VERB, ADV) appear closer together than short func-
tion words such as conjunctions (CONJ) and pronouns (PRON).

We then fitted our model on this reduced space and the
corresponding TRF is shown in Fig. 1E). The representation
dimensions related to part of speech appear to negatively cor-

relate with EEG activities in the post 200 ms segment.

Discussion
In this paper, we have introduced an approach for investigat-
ing the timescale of language processing by mapping the word
representations of a transformer-based language model to
high-temporal-resolution EEG data from human participants.
We have shown that embedding and deep layers lead to dif-
ferent responses, both in their topographic distribution and in
their timescale. We have also presented a simple technique
for isolating POS representations in the language model acti-
vations, and shown that these are negatively correlated with
EEG activity.

In future work, we plan to improve the mapping model by
adding non-linear components to the architecture. We would
also like to extend the analysis to other aspects of language,
like semantics.
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