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Figure 1: Visualize Deep Networks in the Brain. The training objective of the brain encoding model is to predict the brain’s
fMRI signal in response to an image stimulus. 3D visual brain surface is flattened into 2D for better visualization. (@ Image
features are extracted from a pre-trained network. @ Feature selection for each voxel is randomly initialized and learned using
the brain encoding training objective. The selection is factorized in the layer/space/scale axis; the topological constraint
improves selection smoothness and confidence. @) Linearized brain encoding model. @ After training, linear weights are used
to cluster channels. We use the resulting brain-to-network mapping together with the known knowledge of the brain to answer

the question “how do deep networks work?”.
Abstract

We developed a tool for visualizing and analyzing large
pre-trained vision models by mapping them onto the
brain, thus exposing their hidden inside. Our innovation
arises from a surprising usage of brain encoding: predict-
ing brain fMRI measurements in response to images. We
report two findings. First, explicit mapping between the
brain and deep-network features across dimensions of
space, layers, scales, and channels is crucial. This map-
ping method, FactorTopy, is plug-and-play for any deep-
network; with it, one can paint a picture of the network
onto the brain (literally!). Second, our visualization shows
how different training methods matter: they lead to re-
markable differences in hierarchical organization of net-
works’ intermediate layers. It also provides insight into
fine-tuning: how pre-trained models change when adapt-
ing to small datasets. We found brain-like hierarchically
organized network suffer less from catastrophic forget-
ting after fine-tuned.
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Introduction

The brain is massive, and its enormous size hides within it a
mystery: how it efficiently organizes many specialized mod-
ules with distributed representation and control. One clue it
offers is its feed-forward hierarchical organization. This hier-
archical structure facilitates efficient computation, continuous
learning, and adaptation to dynamic tasks.

Deep networks are enormous, containing billions of param-
eters. Performances keep improving with more training data
and larger size. It doesn’'t seem to matter if the network is
trained under the supervision of labels, weakly supervised
with image captions, or even self-supervised without human-
provided guidance. lts sheer size also hides another mystery:
as its size increases, it can be fine-tuned successfully to many
unseen tasks.
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CLIP (B)

Figure 2: Layer Selectors, Brain-Network Alignment. All models are ViT architecture, 12 layers. Voxels colored by argmax of
layer selection weight, brightness is confidence measurement, lower brightness means a soft selection of multiple layers.
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Figure 3: Fine-tuned to Small Datasets. Left: example images from target datasets (/SIC and EuroSAT). Right: layer selector
before and after fine-tuning. The whole network is fine-tuned, then freeze to fit a new brain encoding model and layer selection.
Insights: CLIP and MAE fine-tune with less change in the existing computation.

What can these two massive systems, the brain and deep
network, tell about each other? By identifying ‘what’ deep fea-
tures are most relevant for each brain voxel fMRI prediction,
we can obtain a picture of deep-net features mapped onto a
brain, as shown by the brain-to-network mapping in Figure 1.

The key insight is that deep networks trained with the same
architecture, but different objectives and data, produce drasti-
cally different computation layouts of intermediate layers, even
if they can produce similar brain encoding scores and other
downstream task scores. In Figure 2, we found intermediate
layers of CLIP align hierarchically to the visual brain. However,
there are unexpected non-hierarchical bottom-up and top-
down structure in supervised classification and segmentation-
trained models. Moreover, for many models, when scaling up
in parameters and training data, they tend to lose hierarchical
alignment to the brain, except CLIP, which improved hierarchi-
cal alignment to the brain after scaling up.

Suppose the brain’s hierarchical organization is a template
for efficient, modular, and generalizable computation; an ideal
computer vision model should align with the brain: the first
layer of the deep network matches the early visual cortex, and
the last layer best matches high-level regions. Our fine-tuning
results show that networks with more hierarchy organization
tend to (qualitatively, in Figure 3) maintain their hidden layers
better after fine-tuning on small datasets, thus suffering less
(quantitatively, in Table 1) from catastrophic forgetting. We
conjecture that better alignment to the brain is one way to find
a robust model that adapts to dynamic tasks and scales better
with larger models and more data.

Data and Methods

Brain Encoding Dataset We used Nature Scenes Dataset
(NSD) (Allen et al., 2022) for this study. Briefly, NSD pro-
vides 7T fMRI scan when watching COCO images, 8 subjects
recorded 40 hours each. After pre-processing and denois-
ing (Kay et al., 2013; Prince et al., 2022), the brain encod-
ing prediction target ¥ € RV*! is beta weights (amplitude) of
hemodynamic response (pulse) function, N denotes number
of flattened voxels (vertices) in brain surface.

Table 1: Brain score dropped after fine-tuning. CLIP and MAE
suffer less from catastrophic forgetting.

Brain Score R 1

Model / Fine-tune dataset  Original ISIC EuroSAT
CLIP 0.131 0.115  0.112
MAE 0.128 0.117  0.113
SAM 0.111 0.086  0.087
DiNOv2 0.128 0.085  0.082

Brain Encoding Model Figure 1 presents an overview of
our methods. A frozen deep-net is used to extract image
features, and linearized brain encoding model (Naselaris et
al., 2011; Gifford et al., 2023) is trained to predict each brain
voxel's response.

In this work, the key component is how each voxel selects
input features v; € R'™C for the linearized encoding model.
The feature selection weights is the brain-to-network mapping



showed in Figure 2 and 3.

Our fundamental innovations are two-fold. First, we pro-
pose a factorized feature selection across three indepen-
dent dimensions (layer/space/scale). In the layer-axis, each
voxel learned a random initialized and softmax-ed weight vec-
tor (oﬁay” € RE, where L is number of ViT layers. The layer
selector weighted summed features from all layers. Factor-
ized feature selection leads to a more robust and data-efficient
estimation. Second, we enforce topology smoothness con-
straints: physically close-by brain voxels are forced to have
similar layer selector weights. In practice, we use a learned
MLP that take voxels’ physical coordinates as input and out-
put the selection weights (Lurz et al., 2021). The local smooth-
ness constraints significantly reduce uncertainties in network-
to-brain mapping.
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