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Abstract

Humans associate visually perceived objects with ab-
stract concepts, such as animate, mammalian, or artifi-
cial. This ability seems to depend on human language,
but previous studies have reported that neural represen-
tations in higher visual areas of macaque monkeys also
reflect some of these concepts. But can macaque mon-
keys categorize objects at this abstract level? Here,
we developed a novel binary categorization task and
found that monkeys quickly learned to classify images
of natural objects based on abstract concepts, including
animate versus inanimate, natural versus artificial, and
mammalian versus non-mammalian. They generalized
the learned rule to new images and made errors consis-
tent with human classification. Since their choices could
be well fit by artificial neural networks, we interpret that
they could solve the tasks by extracting higher-order vi-
sual features. Our behavioral paradigm is well suited to
study the monkey’s capacity to visually categorize ob-
jects using various rules and stimulus sets.

Keywords: monkey behavior; object recognition; perceptual
decision making; abstract concepts

Introduction

Humans classify visual objects in the external world into many
basic-level categories such as dogs and tables, but they also
recognize abstract concepts associated with them such as an-
imate, artificial (man-made), and mammalian (i.e., superordi-
nate categories). However, neurophysiological investigation of
its underlying processes has been limited, probably because
these concepts are thought to be tied to human language and
thus beyond the scope of pure visual mechanisms (Murphy,
2004). Indeed, many monkey studies have focused on rather
specific object identification problems as a major goal of the
ventral visual pathway (DiCarlo et al., 2012; Rajalingham et
al., 2018). Artificial neural networks (ANNs) have also typi-
cally been trained on concrete object categorization; the goal
of the ImageNet challenge was to classify images into 1,000
categories.

Are abstract object concepts, then, only available through
human language? Separate lines of monkey research sug-
gest otherwise. Representational similarity analysis of neural
responses in the monkey IT cortex has revealed a clear seg-
regation of animate and inanimate objects (Kiani et al., 2007;
Kriegeskorte et al., 2008), potentially indicating that this is an
important conceptual boundary even for the monkey brain. A
key question, however, is whether macaque monkeys can ac-
tually use such abstract distinctions to guide their behavior.
A series of studies by Fabre-Thorpe and others have shown
that monkeys can successfully detect the presence of an ani-
mal in a rapid sequence of images (Fabre-Thorpe et al., 1998;
Fize et al., 2011). Other studies trained monkeys to categorize
tree vs. non-tree (Vogels, 1999), cat vs. dog (Setogawa et al.,
2021), car vs. truck (Minamimoto et al., 2010), food vs. others
(Santos et al., 2001), and human vs. monkey (Roberts & Maz-
manian, 1988) among others. However, these studies were

often limited to specific categories or used a Go/No-go design
to test the detection rather than the classification of objects.
Moreover, animal training often requires many weeks, raising
the question of whether their behavior is a product of repeated
feedback. Here, we developed a novel binary categorization
task and found that monkeys learn to classify images accord-
ing to abstract concepts within a few days.

Results
Monkeys rapidly learned categorization

We developed a version of the binary decision-making task
implemented in a touchscreen system installed on the mon-
key’s home cage. In each trial, an object stimulus (natural
photograph) and two target boxes were presented, and the
monkey had to move the object to one of the two boxes ac-
cording to a hidden rule learned through juice reward feed-
back (Fig. 1a). We reasoned that direct contact with ob-
ject images would encourage monkeys to make associations
quickly. The images were grayscale and cropped from the
background from natural photographs of various objects, in-
cluding humans, mammals, reptiles, plants, food, everyday
tools, and electronics (Fig. 1b). For each task, we used a fixed
stimulus set (~ 80 images) for training and then introduced a
new set (~ 80) to test the generalization.

To our surprise, monkeys (n = 3) learned the tasks quickly,
reaching approximately 90% correct (chance level: 50%) for
the training set in 3-4 days (Fig. 1c¢; 600-1000 trials per day).
They showed similar learning curves in various tasks tested
sequentially, including animate vs. inanimate, natural vs. arti-
ficial objects, humans vs. monkeys, monkeys vs. other mam-
mals, and mammals vs. non-mammals (Fig. 1d). They also
generalized the learned rule to the new set well (~ 80% cor-
rect).

Encouraged by these findings, we next tested their behav-
ior using a large scale natural image set with color and back-
ground. We selected images from the THINGS database
(Hebart et al., 2019; Stoinski et al., 2023) and created three
tasks: animate vs. inanimate, natural vs. artificial objects, and
mammalian vs. non-mammalian animals. For each task, we
first trained the three monkeys with 100 training images and
then tested their performance on new images without repeti-
tion (Fig. 1e). The new images were either from the same
object categories as the training set defined in the THINGS
database (“same category”; e.g., both images were dogs) or
images from categories that were not presented during the
training (“new category”; > 1,000 images each). For both
types of novel images, the monkeys successfully generalized
their learned rule, achieving 80%—90% correct (Fig. 1f).

Comparison with human behavior

We observed that the monkeys tended to respond incorrectly
to images that also looked atypical to humans (e.g., a snake
in a coil; Fig. 1g). To confirm the similarity between monkey
and human judgment, we asked human participants to per-
form the same tasks with cropped image sets (~ 9,500 trials
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Figure 1: (a) Macaque monkeys moved an object image to one of two target boxes on a touchscreen according to a hidden rule
learned through juice reward feedback. (b) For example, two boxes were associated with abstract concepts such as animate
vs. inanimate. We first used grayscale images with no background to train and test monkey’s performance. (c) By day 3-4,
monkeys’ performances reached ~ 90% correct. The chance level was 50%. (d) They showed high performance for various
concept classifications tested one after another. Bar colors indicate different monkeys. (e) We then tested monkey performance
with a large-scale image set with color and background (THINGS; Hebart et al. (2019)). Test images were shown only once
and contained object categories either presented (“same category”) or not presented (“new category”) during training. (f) The
monkeys showed high performance in various tasks. (g) Monkeys made frequent errors on certain images. (h) This behavior
was correlated with human performance. (i) Monkey behavior was better fit by deep learning models than by low- or mid-level
image models. Error bars indicate S.E.M. Images were either obtained from Kiani et al. (2007) or used under a CCO license.

per task with six participants). Humans immediately under-
stood the rules for each task and performed almost perfectly,
but their reaction times were systematically longer for some
images. We therefore developed a metric to estimate the dif-
ficulty of each stimulus from choices and reaction times using
the drift-diffusion model (Gold & Shadlen, 2007). This met-
ric had moderate correlations between humans and monkeys
across the images (Fig. 1h; R = 0.3 —0.43; P < 0.006), in-
dicating that images difficult for humans were also difficult for
monkeys. Given the variability in behavioral responses, the
noise ceiling of this correlation is estimated to be 0.5 — 0.6.

How could monkeys solve these tasks?

The monkeys engaged in our experiments probably never saw
many objects in the image sets, but then how could they cat-
egorize these images at this abstract level? We believe that
high-level visual processing alone is largely sufficient for solv-
ing these classification problems (c.f., Long et al. (2018)). To
demonstrate this, we compared monkey behavior with that of
pre-trained ANNs. Monkey behavior was best fit by deep lay-
ers of various ANNs, whereas low- or mid-level image features
consistently showed poorer fits (Fig. 1i). Indeed, linear clas-

sifiers trained on ANN outputs could solve our tasks with high
accuracy (> 90%). Many of these ANNs were only trained to
categorize the ImageNet 1,000 categories, thus direct training
with abstract concepts seems unnecessary to form represen-
tations that reflect these concepts (c.f., Jozwik et al. (2017)).

Discussion

The observed speed of learning may be in part owing to our
task design, which allowed the monkeys to touch an image
to report their decision. The task could be leveraged to study
monkey behavior using various categorization rules and stim-
ulus sets. Successful learning of our tasks does not mean that
monkeys internally possess the kinds of abstract concepts we
operationally defined, such as natural or mammalian. Their
behavior could be well fit by ANNs and is thus explainable as
a categorization of high-level image features. Nevertheless,
the surprisingly fast learning speed suggests that the acquisi-
tion of abstract concepts is subserved by the capacity of the
primate brain to extract high-level image features and quickly
associate them with behavioral responses without the aid of
language.
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