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Abstract:

To make adaptive social decisions, people must 
anticipate how information flows through their social 
network. While this requires knowledge of how people 
are connected, networks are too large to have firsthand 
experience with every possible route between 
individuals. How, then, are people able to accurately 
track information flow through social networks? We find 
that people cache abstract knowledge about social 
network structure as they learn who is friends with 
whom, which enables the identification of efficient routes 
between remotely-connected individuals. These 
cognitive maps of social networks, which are built 
immediately after learning, are then reshaped through 
overnight rest. During these extended periods of rest, a 
replay-like mechanism helps to make these maps 
increasingly abstract, which especially privileges 
improvements in social navigation accuracy for the 
longest communication paths spanning distinct 
communities. Together, these findings provide 
mechanistic insight into the sophisticated mental 
representations humans use for social navigation. 
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Introduction 
Human social life is embedded within a complex web of 
connections. Navigating through the social world 
therefore requires representing people’s relationships 
with one another, including those extending beyond 
one’s direct circle of friends (Basyouni & Parkinson, 
2022). However, little is known about the mental 
representations that enable social navigation through 
complex networks, nor how these representations are 
built from limited direct experience. 

Recent work points to multistep abstraction as a 
promising mechanism for representing cognitive maps 
of social networks, as it encodes not only the direct 
connections between entities (e.g., friendships), but 
also longer-range, multistep connections like friends-of-
friends (Son et al., 2023). Learning abstract cognitive 
maps affords rapid inference about distant relations, 
which likely aids social navigation. 

Although abstract representations can be learned 
‘online’ from direct experience, past work shows that the 
brain can efficiently reuse experiences during ‘offline’ 
replay to simulate synthetic sequences, which aids 
learning of more abstract representations 
(Momennejad, 2020). It is therefore likely that offline 
replay contributes to building the kinds of abstract 
representations needed for longer-range social 
navigation through social networks. 

In this work, we test whether humans rely on cognitive 
maps of social networks for social navigation and 
whether a replay-like mechanism supports more 
successful social navigation following overnight rest. 

Methods 
Overview. To assess how humans solve social 
navigation problems, we created a task where subjects 
learn about friendships in an artificial social network, 
allowing us to probe whether subjects could navigate 
information flow through the network. We had subjects 
take the navigation task immediately after learning, 
then brought subjects back to test whether navigation 
accuracy improved after overnight rest. Using 
computational modeling, we tested whether subjects 
show evidence of using an abstract cognitive map, and 
whether a replay-like mechanism helps to scaffold 
more successful social navigation. 
 
Learning task. Subjects learned about friendships 
from a ‘flashcard’ game (Figure 1A). On each trial, 
subjects were shown a ‘Target’ network member, and 
were required to find all of the Target’s friends 
amongst the remaining face-down cards. Cards flipped 
face-up when subjects made correct responses; cards 
remained face-down for incorrect responses. 
 
Social navigation task. On each trial, subjects were 
told a network member needed to choose between 
Sources A and B for passing a letter to a particular 
Target within the network (e.g., if Source A were 
chosen, A would pass the letter to one of their friends, 
who would pass it to one of their friends, and so on 
until the letter reached the Target; Figure 1B). The 
subject’s task was to choose the Source that would 
result in the most efficient delivery. An accurate 
response was defined as choosing the Source with the 
shortest path to the Target. The Target changed on 
every trial, such that successful navigation required 
flexible use of knowledge about connections between 
network members. No feedback was ever provided. 
 
Computational model of replay. We modeled 
abstraction using the Successor Representation (SR), 
which approximates the probability of transitioning 
from a Source to a Target in a given number of steps, 
p(T | S, γ) (Dayan, 1993; Russek et al., 2017). The 
parameter γ controls how many steps are integrated 
over, and therefore how abstract the representation is. 
As γ→0, the agent represents shorter-range relations, 
such that the SR only encodes one-step relations (i.e., 
direct friendships) when γ=0. As γ→1, the agent 
learns longer-range connections (e.g., friends-of-
friends). In our implementation, the representation is 
learned using standard delta-rule updating. 

In the SR, replay is a natural mechanism for 
explaining how overnight rest improves social 
navigation (Momennejad, 2020). The knowledge 



cached by the SR is sensitive to an agent’s 
observations, which could include either direct 
experience from the environment or synthetic 
experience from offline replay. We hypothesized that an 
agent’s ability to successfully solve longer-range 
navigation problems depends on building increasingly 
abstract representations integrating over a greater 
number of multistep relations (i.e., with larger γ). 
Intuitively, replay sequences are likely to be shorter 
during awake rest than during sleep, and it is therefore 
possible that overnight rest helps to stitch knowledge of 
pairwise relationships into longer sequences of 
multistep relations, allowing an agent to build more 
abstract cognitive maps. 
 

 
Figure 1. A. Learning task. B. Social navigation task. 
C. Navigation accuracy before and after overnight rest. 
 

Results & Discussion 
Humans can accurately navigate social networks 
immediately after learning. Subjects (N = 146) 
achieved above-chance navigation accuracy not only 
for problems where the Source was directly friends 
with the Target (‘distance-2’ accuracy = 80%, β = 1.68, 
95% CI = [1.45, 1.91], p < .001), but also for longer-
range problems involving friends-of-friends (distance-3 
accuracy = 70%, β = 1.06, 95% CI = [0.84, 1.28], p < 
.001), as well as friends-of-friends-of-friends (distance-
4 accuracy = 63%, β = 0.66, 95% CI = [0.44, 0.87], p < 
.001; Figure 1C). These results suggest humans can 
learn a cognitive map supporting flexible, long-range 
social navigation, even when they are only able to 
observe pairwise friendships in a social network. 
 
Multistep abstraction is sufficient for accurate 
navigation. Simulation results reveal high navigation 
accuracy can be explained by multistep abstraction: 
higher values of γ are associated with greater 
accuracy for longer-range problems (Figure 2A). 

Social navigation improves after rest. After rest, 
subjects’ (N = 96) social navigation improved across 
all distances (distance-2 accuracy = 82%, β = 0.23, 
95% CI = [0.08, 0.39], p = .004; distance-3 accuracy = 
75%, β = 0.26, 95% CI = [0.09, 0.44], p = .003; 
distance-4 accuracy = 71%, β = 0.43, 95% CI = [0.27, 
0.59], p < .001; Figure 1C). This improvement was 
particularly pronounced for the longest-range distance-
4 problems compared to distance-2 problems (β = 
0.20, 95% CI = [0.03, 0.36], p = .018). 
 
Replay aids social navigation by enabling 
representation of more abstract cognitive maps. 
Computational modeling results reveal a significant 
increase in γ after rest (Day 1 median γ = 0.51, Day 2 
median γ = 0.66, one-tailed p = .023; Figure 2B). To 
verify that increases in γ are associated with greater 
navigation accuracy, we used Spearman rank 
correlation to test whether changes in γ track changes 
in accuracy for shorter- and longer-range navigation 
problems. Indeed, increased γ on Day 2 was 
associated with improved navigation accuracy for the 
longer-range problems (distance-3 ρ = 0.21, one-tailed 
p = .022; distance-4 ρ = 0.45, one-tailed p < .001; 
Figure 2C), but not for the shorter-range problems 
(distance-2 ρ = -0.18, one-tailed p = .960).  

Together, our results point to multistep abstraction 
as a representational format enabling social 
information flow to be tracked in the human mind, and 
to the importance of a replay-like mechanism for 
building more abstract cognitive maps supporting 
longer-range navigation through a social network. 

 

 
Figure 2. A. Simulated behavior from a computational 
model of multistep abstraction. B. Increased abstraction 
after rest. C. Increased abstraction is associated with 
better longer-range navigation after rest. 
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