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Abstract

The division of the early visual pathway into parvo- and
magnocellular systems with distinct response properties
is broadly acknowledged to be a prominent organizing
principle in the mammalian visual system. Characteristic
of this division are differential sensitivities to high spa-
tial frequencies and colors, with parvo cells exhibiting
high sensitivity and magno cells exhibiting low sensitiv-
ity to both. While this distinction is generally accepted,
its genesis remains unclear. Here, we provide a potential
account based on trajectories of early sensory develop-
ment. Specifically, we hypothesize that the temporal con-
fluence of constraints on spatial frequency and chromatic
sensitivities during development may play a critical role
in shaping neuronal response properties characteristic of
this division. Receptive field analyses of deep neural net-
works trained on developmentally inspired ‘biomimetic’
protocols strongly support this hypothesis. Further,
biomimetic training induces a more human-like classifi-
cation bias towards global shape rather than local texture
information, driven by magnocellular-like units. These re-
sults provide a potential account for the emergence of a
key aspect of visual pathway organization and have im-
plications for designing improved training procedures for
deep networks.
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Introduction

Cells in the mammalian visual pathway can be broadly
segregated into magnocellular and parvocellular groups
(Livingstone & Hubel, 1988). Two key characteristics of this di-
vision are color (Wiesel & Hubel, 1966) and spatial frequency
sensitivities (Derrington & Lennie, 1984), with the magnocel-
lular group exhibiting low spatial frequency and low chromatic
sensitivity, and the parvocellular group exhibiting both high
spatial frequency and high chromatic tuning. While the divi-
sion between the two pathways is widely accepted in neuro-
physiology, details of its emergence from the molecular and
cellular processes of fetal development into its functional use
in experiential vision are not yet clearly established. Here,
we propose an account of the origin of the magno-parvo dis-
tinction based on early developmental trajectories of sensory
experience and report computational tests of its predictions.
Akin to other aspects of early visual development, visual
acuity (Dobson & Teller, 1978) and color sensitivity (Adams &
Courage, 2002) undergo a systematic developmental progres-
sion from limited to proficient over the months following birth.
We propose that the joint progression of these two dimensions
of perceptual function could causally influence how they are
encoded in the underlying neural system. Specifically, as the
start of visual experience is characterized by both low acuity
and poor color sensitivity, the cell response properties emerg-
ing early in development could come to jointly encode these
two attributes. Later in development, higher acuity and richer

color information become available and may be conjoined in
the underlying neuronal response properties. Thus, the joint
coding of low spatial frequency and low color information in
magnocellular units, and high spatial frequency and high color
sensitivity in parvocellular units, could be an outcome of the
co-occurrence of these features at different time points during
visual development. We report tests of this account through
simulations with deep neural networks as computational mod-
els, which provide a useful methodology for directly probing
the consequences of deliberate manipulations of sensory ex-
perience and allow for analyses at both the representational
and behavioral level.

Methods

We utilized the AlexNet architecture (Krizhevsky, Sutskever, &
Hinton, 2017), which was minimally adjusted to feature fewer
but larger receptive fields (rfs) in the first convolutional layer
(including a total of 48 instead of 96 rfs, each increased from
11x11 to 22x22 pixels). This network was trained on the Im-
ageNet object database (Deng et al., 2009) while undergoing
two separate temporal progressions of stimulus properties:

1. In a ‘standard’ regimen, as a non-developmental control,
we trained our network on high-resolution, full-color images
for the entire training duration comprising 200 epochs.

2. As part of a developmentally-inspired ‘biomimetic’ regimen,

we trained the network on blurry, achromatic images for the
first 100 epochs, and on high-resolution, full-color images
for the subsequent 100 epochs.

Following training, we examined the first-layer receptive
fields of the two differently trained networks in terms of color
and spatial frequency metrics (with high values indicating
strong tuning to colors and high spatial frequencies, respec-
tively). Subsequently, we probed the two networks’ behavior
in terms of their tendency to classify images based on global
shape vs. local texture features.

Results
Analysis of receptive field structures

Figure 1 depicts a quantification of individual rfs in terms of
their joint frequency and color coding. In the ‘standard’ net-
work, no clear relationship between the two attributes is ev-
ident (if any, an anti-correlation between the two properties
becomes apparent). By contrast, in the biomimetic model, a
cluster of magno-like rfs is evident (indicated by the red el-
lipse), featuring cells coding for low spatial frequencies while
having low color sensitivity.

It is worth noting that the rfs of the biomimetic model tuned
to high spatial frequency or high chromatic content are more
heterogeneous than the magno-like rfs. This is in agreement
with physiological reports revealing two subpopulations of par-
vocellular units: interblobs, exhibiting high spatial frequency
selectivity and strong orientation tuning, and blobs exhibiting
lower spatial frequency selectivity and low orientation tuning



(Hubel & Livingstone, 1990). A closer examination of the
biomimetic model in Figure 1, in which colors code for a given
rf’s orientation selectivity, suggests that the units outside of
the magnocellular cluster that are tuned to higher frequencies
have a slight tendency to indeed be more orientation-selective
than those with lower spatial frequency tuning.

than texture. Notably, biomimetic training leads to a strong
and more human-like shape bias. Further, this shape bias ap-
pears driven by magno-like rfs, as ablation of as little as the 10
least colorful rfs (thus, the most magno-like units) eliminates
the shape bias almost entirely. Ablating the 10 most colorful
rfs (thus, the least magno-like units) does not have a compa-
rably strong effect.

Table 1: Results of performance-based analysis. Percent-
age of total classifications that are correct in terms of tex-
ture and, separately, correct in terms of shape. The mod-

els ’Biomimetic (magno-abl.)’
thereby refer to the biomimetic model when ablating the 10
least colorful (magno) and 10 most colorful (parvo) rfs, respec-
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Figure 1: Results of receptive field analysis. Characteriza-
tion of rf properties in a standard network trained on full-
color, full-resolution inputs as well as a network trained on
a developmentally-inspired biomimetic progression of inputs.
Scatter plots depict the joint frequency and color coding of
individual receptive fields, along with their orientation tuning
(color-coded). The red ellipse marks a group of consistent
magno-like rfs emerging from biomimetic training.

Analysis of classification decisions based on global
shape vs. local texture information

From the functional perspective, the magno system is believed
to be involved in coarse-grained processing, and the parvo
system in fine-grained spatial analysis. Pursuing this idea, we
also examined the relationship between receptive fields and
network behavior. An important dimension in this regard is
that of local texture vs. global shape encoding. We tested
whether classification decisions are biased toward texture or
shape, using the texture-shape conflict methodology detailed
in Geirhos et al. (2018). As is evident in Table 1, and as ex-
pected from Geirhos et al. (2018), the standard network does
not exhibit a bias to classify images based on shape rather

tively.
Network Shape correct  Texture correct
Standard 22.4% 23.4%
Biomimetic 31.1% 10.0%
Biomimetic (magno-abl.) 7.8% 4.3%
Biomimetic (parvo-abl.) 23.4% 10.2%
Conclusion

We have presented an account of the potential emergence
of the parvo- and magnocellular pathway division based on
early developmental trajectories of sensory experience. Our
computational results provide evidence supporting this possi-
bility based on the analysis of individual receptive fields. Fur-
ther, in accordance with the expected psychophysical corre-
lates of this division, we found that magno-like rfs emerging
from biomimetic training induced more human-like classifica-
tion decisions based on global shape rather than local texture
information.

More broadly, the finding that training with a
developmentally-inspired  progression of inputs vyields
more robust and more human-like representations and
performance profiles is well-aligned with the notion that
initial degradations during perceptual development may be
adaptive and provide a scaffold rather than act as hurdles for
the acquisition of later perceptual skills (Turkewitz & Kenny,
1982; Elman, 1993; Newport, 1988; Dominguez & Jacobs,
2003; Vogelsang et al., 2018; Vogelsang, Vogelsang, Pipa,
Diamond, & Sinha, 2024).

In conclusion, the work presented here provides a potential
account for the genesis of the parvo/magno distinction and
thus also presents a teleological perspective on why normal
development progresses in the way that it does. It further
demonstrates how findings from biological development may
help inspire training procedures of computational model sys-
tems, as also reviewed in Zaadnoordijk, Besold, and Cusack
(2022).
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