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Abstract
We use a Bayesian inductive reasoning model to test
whether generalized shared reality (i.e., the sense of be-
ing on the same page) arises through probabilistic in-
ference about latent commonalities. Using a naturalistic
text-based chat paradigm, we manipulated whether con-
versation partners were assigned to discuss a belief they
shared, a belief on which their opinions differed, or a ran-
dom prompt. Subsequently, we asked participants to pre-
dict their conversation partner’s beliefs and opinions on
topics that were not assigned for discussion. We show
that an inferential model that incorporates knowledge
of the identified commonality from the chat phase cap-
tures participants’ expectations of shared opinions with
their chat partner. Our findings suggest that participants
leverage the alignment of their opinions and the topic
they share opinions on – a singular instance of shared
experience – to infer other latent shared commonalities
with their conversation partners, thereby generalizing to
a broader shared reality. This work lays the foundation for
a mechanistic understanding of generalized shared real-
ity and its role in fostering a sense of connection between
conversation partners.
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Introduction
Our social interactions are guided by expectations about what
we share in common with our partners (Stalnaker, 2002;
Shteynberg et al., 2020), from our taste in music (Boer et
al., 2011) to our deeply-held political values (Stern & Ondish,
2018; Skorinko & Sinclair, 2018). These expectations often
extend far beyond our direct experiences. For example, we
may recommend a new musical artist to a friend and, given
our prior shared history of concerts attended together, expect
our friend to like the artist as much as we do. This kind of
experience has been explored under the construct of gener-
alized shared reality, “the experience of sharing a set of inner
states (e.g., thoughts, feelings, or beliefs) in common with a
particular interaction partner about the world in general” and
has been primarily measured through the Generalized Shared
Reality (SR-G) self-report questionnaire (Rossignac-Milon et
al., 2021).

Although shared reality has been studied extensively
(Rossignac-Milon & Higgins, 2018), it is not clear how a
sense of generalized shared reality arises from such a “thin
slice” of concrete experiences with a communication partner
(Anzellotti & Young, 2020). Not all shared experiences seem
to license the same degree of generalization, and interven-
tions often fail to artificially induce generalized shared reality
among strangers (Sedikides et al., 1999; Bebermeier et al.,
2015; Echterhoff & Schmalbach, 2018; Ledgerwood & Wang,
2018). Further, accounts of shared reality have not typically
specified the mechanism of how conversation partners gener-
alize from a singular shared experience to a broader shared
reality.

One helpful perspective for approaching this question
comes from Bayesian accounts of inductive reasoning (Kemp
& Tenenbaum, 2009; Griffiths, Chater, Kemp, Perfors, &
Tenenbaum, 2010). We explore the hypothesis that the expe-
rience of “being on the same page” with someone may be the
product of inductive inference about a broader class of com-
monalities from relatively sparse evidence. If people main-
tain a generative model of the social world, they can lever-
age their rich knowledge of social structure (e.g. people who
have X in common also tend to have Y in common) to form
targeted expectations about what else they are likely to have
in common with their conversation partner given sparse evi-
dence (Fawcett & Markson, 2010). In the social domain, this
kind of reasoning has been used to understand how people
make informed predictions about the structure of social groups
(Gershman & Cikara, 2020), about whether norms or conven-
tions will be shared (Hawkins et al., 2023), and about aspects
of others’ mental states such as emotions or desires (Houlihan
et al., 2023; Baker et al., 2017). Understanding the inferential
basis for the experience of shared reality may begin to un-
ravel how it emerges and clarify its role in social connection
(Delgado et al., 2023).

Methods
Participants
We recruited participants (N = 676) through Prolific and paired
them into 338 dyads. Participants were assigned to either dis-
cuss a question they both responded to in the same way (high
match condition), a question they responded to in the com-
plete opposite way (low match condition), or a random ques-
tion (random match condition). Dyads where either partici-
pant failed to participate during the chat phase were excluded,
yielding our final sample (N = 640).

Task & Procedure
The experiment consisted of 3 phases (see Figure 1). Each
participant completed a 35-question Pre-Chat Survey using a
5-point Likert scale.1 to express their opinions across seven
domains (Table 1). Participants were then matched into dyads
according to a matching algorithm. This algorithm first identi-
fied Pre-Chat questions to which dyads responded in a highly

1Scale labels: “Definitely not”, “Probably not”, “Unsure”, “Probably
yes”, and “Definitely yes”.

Table 1: Example Question Stimuli
Domain Example
Lifestyle Do you exercise regularly?
Background Do you live in a city?
Identity Are you a parent or caregiver?
Morality Is lying acceptable?
Politics Will you vote in the next election?
Preferences Do you prefer TV shows over movies?
Religion Do you believe in an afterlife?
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Figure 1: Participants first filled out a pre-chat survey and a discussion prompt was selected based on their assigned condition.
After the chat phase, participants predicted their partner’s responses to the same questions that they received in the pre-chat
survey and were asked whether they would share the same thoughts. Participants then completed the SR-G questionnaire.

similar (high match) or opposing (low match) manner. Fol-
lowing this, the algorithm prioritized questions that the fewest
number of pairs had discussed up to that point. In the random-
match condition, dyads were assigned a randomly chosen
question from the Pre-Chat Survey. Once assigned a discus-
sion question, pairs entered a chatroom.

In the Chat phase, pairs were prompted with their assigned
question and were instructed to discuss their responses with
their conversation partner for 3 minutes. Apart from the
prompt, no structure was imposed on the conversations. The
interaction took place on a custom platform we developed with
the web app framework Svelte and cloud database Firebase.

After the interaction, participants entered the Post-Chat
phase in which they completed another 35-question survey.
It was similar to the Pre-Chat Survey except that participants
were asked to predict their partner’s opinion instead of re-
porting their own. Participants were also asked for an ex-
plicit commonality judgment, ”Do you think you and your part-
ner share the same thoughts/opinions about this question?”
with a binary, forced-choice response of ”Yes” or ”No.” Par-
ticipants also completed the interaction-specific Generalized
Shared Reality questionnaire (SR-G), which is specifically de-
signed to gauge state-level shared reality after an interaction
between strangers.

Modeling
We consider three models of the information used by partici-
pants to make their Post-Chat judgments D.

Null Prior Only As a null model H0, we assume participants
make random responses in the post-chat survey, where each
response is assigned an equal probability of occurring.

P(D | H0)∼ Categorical([1/5, . . . ,1/5]) (1)

where the likelihood is uniform over all possible domains,
questions, and Likert response types.

Empirical Prior Only Our next model H1 assumes partic-
ipants are using background knowledge of how the popula-
tion of partners would generally respond, but do not use any
partner-specific information.

P(Di | H1)∼ Categorical([p̂1
i , . . . , p̂5

i ]) (2)

where we estimated p̂i from the empirical distribution of re-
sponses to that item from the Pre-Chat Survey.

Inferential Cognitive Model Our final model H2 assumes
participants are using Bayesian inference to infer their part-
ner’s likely Pre-Chat responses conditioned on matching on
item j:

P(Di|H2) = P(Di|match j) (3)

Intuitively, this model can account for the covariance structure
in the empirical prior – observing a match on a given item
reduces uncertainty about other items.

Results
We used the Watanabe–Akaike information criterion (WAIC;
(Gelman et al., 2013)) to perform model comparison. Our in-
ferential model H2, which incorporates both knowledge of how
responses to questions covary with each other and knowl-
edge of how a chat partner responded to the assigned discus-
sion topic, demonstrated a superior overall fit to participants’
Post-Chat judgments (∆WAIC = –969.1), compared to the al-
ternative models (see Table 2).

Table 2: Model Comparison

Model WAIC
H0: Null Prior Only 69908
H1: Empirical Prior Only 56532
H2: Inferential Model 55563
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