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Abstract: 

Convolutional neural networks show promise as models 
of biological vision. However, unlike humans, they are 
deterministic and use equal number of computations for 
easy and difficult stimuli, which limits their applicability 
as models of human behavior. Here we develop a new 
neural network, RTNet, that generates stochastic 
decisions and human-like response time (RT) 
distributions. Through comprehensive tests, we show 
that RTNet reproduces all foundational features of 
human accuracy, RT, and confidence and does so better 
than all current alternative models. We further test 
RTNet’s ability to predict human behavior on novel 
images by collecting accuracy, RT, and confidence data 
from 60 human subjects performing a digit 
discrimination task. The responses produced by RTNet 
for individual novel images correlated with the same 
quantities produced by human subjects and these 
correlations were higher than those produced by all 
competing models. Overall, RTNet is a promising model 
of human response times that exhibits the critical 
signatures of perceptual decision making. 
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Introduction 

Traditional cognitive models of perceptual decisions 
(Ratcliff & McKoon, 2008) can account for the major 
features of human perceptual decision making, but do 
not operate on the level of images and are mostly 
limited to 2-choice tasks (Rahnev, 2020). On the other 
hand, convolutional neural networks (CNNs) can 
achieve human-level performance for novel images 
(Kriegeskorte, 2015; Kriegeskorte & Golan, 2019) and 
naturally handle multi-choice categorization tasks. 
However, unlike humans, traditional CNNs are both 
deterministic and static, thus always producing the 
same responses and response times for a given input. 

Here we combine modern CNNs with traditional 
cognitive models to create a model that is image-
computable, stochastic, and dynamic. The model, 
which we call RTNet, features a CNN with noisy weights 
that processes a given image several times using a 
different random sample of these weights in each 
processing step (Figure 1A). By sampling from noisy 
weight distributions, the network’s units produce 
variable responses to the same input, which mimics the 
randomness of neural responses. After each 
processing step, RTNet accumulates the evidence or 
output corresponding to each choice until one of the 
choices reaches a predefined threshold. Thus, the 
model has a strong conceptual relationship to race 
models from the cognitive literature on decision-making 

(Ratcliff, 1978; Ratcliff & McKoon, 2008) and combines 
the image-computability of CNNs with traditional 
models of perception. We compare the behavior of 
RTNet to that of three other popular dynamic CNNs – 
Parallel Cascaded Network (CNet; Iuzzolino et al., 
2021), a recurrent CNN (BLNet; Spoerer et al., 2020), 
and Multi-Scale Dense Network (MSDNet; Huang et al., 
2017). 

Results 

We collected data from 60 human subjects who 
performed an 8-choice digit discrimination task with 
MNIST images embedded in noise (Figure 1B). The 
experiment was a 2 x 2 design with factors of task 
difficulty (low vs. high noise; Figure 1C) and speed 
pressure (speed vs. accuracy focus). Each condition 
consisted of 120 unique images, with each image being 
presented twice. Thus, each subject completed 960 
trials in total. To improve the model correspondence 
with human data, we trained 60 instances of each 
model (by changing the random initialization before 
training) and analyzed the data produced by these 60 
instances in equivalent manner to the 60 human 
subjects. 

Figure 1: A) RTNet architecture. B) Task. C) The four 
experimental conditions. 

 
Signatures of human perceptual decision 
making 

We first examined six foundational signatures of human 
perceptual decision making: 1) Human decisions are 
stochastic i.e. the same stimulus can elicit different 
responses on different trials (Figure 2A), 2) increasing 
speed stress decreases accuracy and decreases RT 
(speed-accuracy trade off; Figure 2B-C), 3) more 
difficult decisions lead to reduced accuracy and longer 
RT (Figure 2B-C), 4) RT distributions are right-skewed, 
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and this skew increases with task difficulty (Figure 2D-
E), 5) RT is lower for correct than for error trials (Figure 
2F), and 6) confidence is higher for correct than for error 
trials (Figure 2G). We first confirmed that the signatures 
occur in the human data and then tested the models. 

Figure 2: Signatures of human perceptual decisions as 
shown by our data (left) and the four models – RTNet, 
CNet, BLNet and MSDNet. RTNet is the only model 
that reproduces all six signatures of human decision 

making. 
 
We found that RTNet was the only model that was 

able to predict all six of these features. Particularly, all 
the other models failed to capture the observed 
stochasticity of human decisions (Figure 2A), and the 
shape (Figure 2D) and skewness of RT distributions 
(Figure 2E). MSDNet additionally incorrectly predicted 
slower RTs for correct decisions (Figure 2F). 
 
Model predictions of accuracy, RT, and 
confidence for individual images  

Next, we tested whether the accuracy, RT, and 
confidence for unseen images produced by the 
networks predict the same quantities in humans. All 
models, except BLNet, predicted individual human 
accuracy, RT, and confidence much better than chance 
(all p’s < 0.0001). Critically, RTNet provided 

substantially better predictions than all other models 
(Figure 3A) for accuracy, RT, and confidence (all but 
one p’s < 0.0001). RTNet’s predictions were within 
62.5%, 79.6%, and 64.8% of the noise ceiling for 
accuracy, RT, and confidence, respectively (the noise 
ceiling was calculated as the average subject-to-group 
correlation in the human data). These numbers were 
substantially lower for CNet (16.1%, 20.3%, and 
40.5%), BLNet (0%, 64.4%, and 54.1%), and MSDNet 
(16.1%, 50%, and 51.3%). We also explored how well 
the models compared to the ability of individual subjects 
to predict the group human data. We found that RTNet 
outperformed 73.3%, 100%, and 100% of individual 
human subjects in predicting the accuracy, RT, and 
confidence of the rest of group, respectively (all p’s < 
0.0001; Figure 3B). All other networks were worse than 
individual subjects in predicting group accuracy (p’s < 
0.0001). In addition, CNet and MSDNet were worse 
than individual subjects in predicting RT (p’s < 0.0001). 
In sum, RTNet was the only network that outperformed 
most individual subjects in predicting all three measures 
of human performance (accuracy, RT, and confidence).  
 

Figure 3: A) Model predictions of accuracy, RT and 
confidence for novel images and B) Comparing model 

predictions of group responses to individual subject 
predictions of group responses. 

 

Conclusion 

We developed a new neural network, RTNet, which 
exhibits the critical features of human perceptual 
decision making and predicts human accuracy, RT, and 
confidence on an image-by-image basis. The network 
provides a better model of human perceptual decisions 
than the current state-of-the-art networks for generating 
response times. RTNet thus represents an important 
step in the use of neural networks as models of human 
decisions. 
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