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Abstract

We introduce a brain decoding method for analyzing func-
tional responses to visual perception using the Natural
Scenes Dataset (NSD), where we use visual features of im-
ages from deep neural networks as a decoding target. Our
method gives consistent results across various feature ex-
traction methods and subjects. Using the resulting weight
map in a follow-up classification task, our method achieves
similar classification accuracy as a directly trained classifier
yet offers broader applicability since no classification labels
are needed. We show that our resulting weight maps are
more closely aligned with the underlying task of human sub-
jects compared to weight maps derived from classification-
based decoding. The flexibility makes our method suitable
for diverse decoding-style analysis with complex stimuli,
where manual labeling might bias the results.
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Introduction

Brain decoding is an important technique for deriving insights into
the brain’s functions by finding how voxel-level activation data
can be used to predict certain stimuli or response variables[1, 2].
In this work, we investigate a simple tweak to the traditional
classification-based decoding method: instead of using pre-
defined classification labels [3, 4, 5, 6, 7], we propose to use pre-
trained representations from deep neural network (DNN) models.
In the interest of space, we focus on the visual cortex’s response
to natural scenes from the Natural Scenes Dataset (NSD), but
our method can be easily applied to other domains, such as au-
ditory processing. While some previous works have delved into
regression-based approaches [8, 9, 10, 11, 12, 13], our method-
ology introduces a distinctive perspective. Our proposed new de-
coding method removes the need for existing stimuli labels and
provides a weight map that better aligns with the underlying scene
recognition process compared to classification-based decoding.
Through a post-hoc classification test of scene classification, we
show that our method preserves the class-related information
even when not explicitly optimized for it, achieving a very simi-
lar performance as classification-based decoding. These advan-
tages make our method a simple drop-in replacement for many
decoding-style analyses involving complex responses or stimuli.

Methods
Dataset

Our research employs the Natural Scenes Dataset (NSD)[14],
a comprehensive fMRI dataset captured at 7T featuring whole-
brain, high-resolution measurements from eight healthy adults.
Participants were exposed to thousands of color natural scenes
from the extensively annotated Microsoft Common Objects in
Context (COCO)[15] images during 30-40 scan sessions. We
focus on data from four subjects who viewed identical stimuli, en-
suring consistency in our analysis. This dataset is instrumental
for investigating brain visual perception and pattern recognition.

Framework

Our framework integrates advanced feature extraction and di-
mension reduction techniques to analyze complex visual stim-

uli. We use pre-trained models, ResNet-50[16] and DINOv2[17],
to extract visual features of a scene, followed by PCA[17] and
UMAPI[18], respectively, to reduce the dimension to two. For
decoding analysis, we use the Nilearn[19]'s implementation of
SpaceNet Decoder with Graph-Net regularization[20] to create
both classification and regression weight maps. This methodol-
ogy aids in producing interpretable brain weight maps. The overall
pipeline is illustrated in Figure 1.

Post-hoc classification test

To quantify the informativeness of the resulting weight map from
both methods, we use a post-hoc test to evaluate how well class-
related information is preserved in the weight maps obtained from
decoding analyses. Once we combine a final weight map from
a decoding analysis by taking the max magnitude across all the
sub-weight maps, regardless of the decoding target, we use it
as a selection mask and decode the scene class from the FMRI
analysis again. If the class information is preserved well in the
first decoding step, the second post-hoc classification evaluation
will yield high prediction accuracy. We evaluate at a number of
different sparsity levels by thresholding the resulting weight maps
at different levels.

Results
Post-hoc classification test

In our post-hoc classification evaluation of the weight maps, our
label-free brain decoding method produces very similar levels of
F1 score compared to traditional classification-based decoding,
shown in Figure 2.b. Note that for a fair comparison, we selected
an equivalent number of voxels from both the regression-based
and classification-based methods. This indicates that the class-
related information is adequately preserved in our method, even
though this is not explicitly optimized for classification.

Analysis of the Visual Cortex Regions

In general, our method produces a similar weight distribution as
classification-based decoding. As we can see from figure 2.a, we
investigate different sub-regions of the visual part, including V1 to
V5 cortex according to the Juelich atlas, and the following regions
according to the Harvard-Oxford atlas: LG (Lingual Gyrus), LO-1
(Lateral Occipital Cortex superior division), LO-2 (Lateral Occipi-
tal Cortex inferior division), IC (Intracalcarine Cortex), CC (Cuneal
Cortex), TOF (Temporal Occipital Fusiform Cortex), OFG (Occip-
ital Fusiform Gyrus), and OP (Occipital Pole). Figure 2.a shows
a high consistency across all combinations of DNNs and dimen-
sionality reduction methods, with a higher average weight in areas
associated with higher-level visual processing. While the findings
from the classification-based decoding largely corroborate our re-
sults, disagreements appear in the V5 cortex and the LO-2 region,
both associated with higher-order visual functions [21, 22].

Figure 2.a shows the mean correlation between voxel weight
maps of different subjects. It is consistent across different sub-
jects but decreases from 0.9 to 0.5 from V1 to V5. This trend
might indicate a divergence in how subjects interpret combina-
tions of high-level visual features but share similar processing of
low-level visual features.

The visualization in Figure 2.c highlights significant weights
in the Parahippocampal Place Area (PPA), a region integral to
scene recognition and spatial memory, by the proposed approach.
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Figure 1: Pipeline Overview: Initially, visual stimuli are processed using a pre-trained deep neural network (either ResNet or DINOv2) to
extract latent embeddings. These embeddings then undergo dimensionality reduction via PCA or UMAP to isolate fine-grained features.
A linear regression model with Graph-Net regularization (SpaceNet) regresses these visual latent features. Subsequently, voxels of
significant weights are selected for evaluation in an image classification task via thresholding.
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Figure 2: (a). Average voxel weights and the mean of weight cor-
relation coefficients across subjects for visual subregions. (b). Im-
age Classification Accuracy (c). Comparative Analysis of Weight
Maps Across Methods: Average normalized values from the
weight maps of each method across all subjects.
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Higher weights are also prominent in the VO1 (visual occipital 1)
and VO2 (visual occipital 2) regions, known for their roles in color
recognition [23]. Conversely, the classification-based method as-
signs heavier weights to the Medial Temporal area, emphasizing
motion perception[24]. We note that the underlying task of these
fMRI scans is scene recollection, where participants recall pre-
viously viewed stimuli. This difference suggests that the weight
maps produced by our method are better aligned with the under-
lying task of scene recognition.

Further analysis of weight progression from visual areas V1
to V5 shows an increase in weight intensity from basic visual
processing in V1 to complex integrations in V5. This is par-
ticularly evident in classification-based methods, notably in the
hMT(human Middle Temporal)/MST(Medial Superior Temporal)
area known for motion sensitivity. This pattern highlights different
neural engagements based on the decoding strategy, illustrating
how these methods process visual information differently. This
research enhances our understanding of the visual cortex’s func-
tional architecture and demonstrates the potential of advanced
decoding techniques to reflect cognitive tasks in visual process-
ing more accurately.

Conclusion and Discussion

We introduce a novel label-free brain decoding methodology us-
ing the Natural Scenes Dataset (NSD), where we replace the
commonly used classification targets with features from pre-
trained deep neural networks, which removes the need for prede-
fined classes or labels[25]. We demonstrated that this approach
yields weight maps as informative as the traditional classification-
based methods. A comparison of the weight maps shows that
the regression-based method assigns weights in a way that bet-
ter captures the underlying task of scene recognition, notably in
brain regions like the Parahippocampal Place Area (PPA). Our
proposed method provides a decoding analysis method that pre-
serves relevant visual information, is consistent across parameter
choices, and removes the reliance on hand-designed labels.
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