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The representation of modal (e.g., visual, auditory, 
motor) and multimodal conceptual information 
underlies people’s ability to reason and communicate 
about the world. However, little is known about the form 
and spatial organization of multimodal conceptual 
representations. Some studies suggest that lexical-
semantic representations, located within the broadly 
distributed lexical-semantic brain system, play an 
important role in linking conceptual representations 
across modalities. We therefore consider whether 
regions within the lexical-semantic system represent 
the same semantic information during narrative speech 
comprehension and movie watching. Eleven partici-
pants listened to narrative stories and watched 
compilations of silent short movie clips while their brain 
responses were recorded with fMRI. Two separate 
voxelwise encoding models were created for each 
participant: one to map lexical-semantic representa-
tions during narrative comprehension, and one to map 
visual-semantic representations during movie watching. 
Multimodal regions within the lexical-semantic system 
were then identified as regions where both models 
predict responses across the two experiments. This 
cross-experiment prediction analysis revealed a set of 
multimodal convergence zones that border the lexical- 
and visual-semantic systems, as well as a set of 
multimodal patches distributed within the larger lexical-
semantic system. These results support the hypothesis 
that semantic representations within the lexical-
semantic system are involved in linking conceptual 
representations across modalities, and in forming our 
conceptual understanding of the world.
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Introduction
The representation of conceptual knowledge has been 
an important topic of debate in cognitive neuroscience 
for several decades. Most theories agree that 
conceptual information is represented across both 
modal and multimodal systems (Damasio, 1989;  
Binder et al., 2009; Ralph et al., 2017). Modal systems 
include, but are not limited to, sensory systems that 
extract conceptual information from low-level sensory 

features, and motor systems that implement actions 
according to conceptual goals. However, there is less 
consensus about the form and spatial organization of 
multimodal systems.

Evidence suggests that the lexical-semantic system 
plays an important role in representing multimodal 
conceptual information (Fernandino et al., 2015; Tong 
et al., 2022). First, the lexical-semantic system covers 
a wide range of the cerebral cortex (Binder et al., 
2009; Huth et al., 2016). Thus, this system has an 
efficient spatial organization for supporting conver-
gence zones, or regions that interface locally with 
broadly distributed modal systems (Damasio, 1989; 
Devereux et al., 2013; Fairhall & Caramazza, 2013; 
Popham et al., 2021). Second, compared to sensory 
representations, lexical-semantic representations are 
compact. Thus, these representations are in an 
efficient form for linking rich sensory information to 
information in resource limited memory systems 
(Tulving, 1972). Therefore, we hypothesize that the 
broadly distributed lexical-semantic system plays a 
role in representing multimodal conceptual information.

Methods
To test the hypothesis that the lexical-semantic system 
represents multimodal conceptual information, we 
used voxelwise encoding models (Naselaris et al., 
2011) to evaluate whether regions within the lexical-
semantic system represent the same semantic 
information during two naturalistic experiments. In a 
lexical comprehension experiment, brain responses 
were recorded as 11 participants listened to naturally-
spoken narrative stories (Huth et al., 2016). In a visual 
perception experiment, brain responses were recorded 
as the same 11 participants watched compilations of 
short movie clips (Nishimoto et al., 2011). For each 
experiment, low-level sensory and high-level semantic 
features were first extracted from the stimuli, and were 
then used to predict brain activity in each voxel of each 
participant. Then, for each participant, the lexical-
semantic models trained on the narrative story data 
and the visual-semantic models trained on the short 



movie clip data were projected to the fsaverage6 
template surface. Lastly, two group models were 
created by averaging the lexical- and visual-semantic 
models across participants, and the group models 
were used to predict each participants’ held-out brain 
responses to the movies and stories. Regions that are 
well-predicted by both models contain multimodal 
conceptual representations (i.e., semantic representa-
tions that are relevant for both visual perception and 
lexical comprehension).

Results
Multimodal convergence zones between the 
visual- and lexical-semantic systems. We first 
identified regions where both the visual- and lexical-
semantic models predict brain responses to the movie 
clips (Figure 1). Visual-semantic models predict re-
sponses across the mid- to high-order visual cortices, 
the intraparietal sulcus, and the frontal eye fields 
(FEF). Lexical-semantic models predict responses 
within the temporoparietal junction (TPJ), lateral 
temporal cortex (LTC), and medial parietal cortex 
(MPC). Both models predict responses in regions 
bordering the visual- and lexical-semantic systems, 
such as the parietal place area (PPA), extrastriate 
body area (EBA), and retrosplenial cortex (RSC). The 
spatial organization of these multimodal regions 
suggests that they reflect convergence zones between 
the semantic representations derived from vision and 
the semantic representations derived from language. 
Thus, the lexical-semantic system contains multimodal 
conceptual representations that reflect convergence 
between the visual- and lexical-semantic systems.

Figure 1: Brain responses to the movie clips were 
predicted using the visual-semantic models trained on 
the movie clips (well predicted regions in blue), and 
the lexical-semantic models trained on the stories (well 
predicted regions in red). Multimodal convergence 
zones that are well predicted by both the visual- and 
lexical-semantic models (in white) lie along the border 
between the visual- and lexical-semantic systems.

Multimodal patches within the lexical-semantic 
system. We then identified regions where both the 
lexical- and visual-semantic models predict brain 
responses to the narrative stories (Figure 2). Lexical-
semantic models predict responses across a wide 
range of cortical regions, including TPJ, LTC, MPC, 
ventral prefrontal cortex (vPFC), and dorsal prefrontal 
cortex (dPFC). Visual-semantic models predict 
responses in a smaller subset of patches across these 
cortical regions. Unlike the previous analysis, the 
multimodal regions that are well predicted by both 
models are not spatially organized across a set of 
convergence zones between the visual- and lexical-
semantic systems. Rather, these multimodal regions 
are broadly distributed across the larger lexical-
semantic system. This spatial organization suggests 
that these multimodal regions reflect a subset of 
regions within the lexical-semantic system that 
process the semantic information recovered both from 
visual scenes and from language. Thus, the lexical-
semantic system contains multimodal conceptual 
representations that are relevant for both visual scene 
perception and for language comprehension.

Figure 2: Brain responses to the narrative stories 
were predicted using the lexical-semantic models (in 
blue), and the visual-semantic models (in red). 
Multimodal regions that are well predicted by both 
lexical- and visual-semantic models (in white) are 
broadly distributed across the lexical-semantic system.

Conclusions
We showed that the lexical-semantic system contains 
multimodal representations. First, we identified 
multimodal convergence zones along the anterior 
border of the visual cortex, where visual-semantic 
representations converge with lexical-semantic repre-
sentations. Second, we identified a subset of 
multimodal regions within the broader lexical-semantic 
system that represent semantic information derived 
from both vision and language. These results suggest 



that the same functional architecture that is used to 
represent conceptual information derived from lang-
uage is used to represent conceptual information 
derived from sensory experiences. Thus, this work 
lends strong support to the hypothesis that semantic 
representations within the lexical-semantic system link 
conceptual representations across modalities, thereby 
underlying our conceptual understanding of the world.
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