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Abstract

As deep neural networks (DNNs) improve on object
recognition benchmarks, their representations diverge
from those used by human vision. We hypothesized this
misalignment arises from the contrasting data and ob-
jectives used to train DNNs versus those that shape hu-
man visual development. To test this, we developed a
framework for training DNNs on rich spatiotemporal im-
age sequences of 3D objects to improve the alignment
of DNNs with human vision by training with data and ob-
jective functions that more closely resemble those relied
on by brains. We evaluated three training objectives:
masked autoencoding (MAE), masked vision modeling
(MVM), and “causal vision modeling” (CVM), in which
models predict future frames. Remarkably, CVM yielded
DNN representations well-aligned with human 3D object
recognition psychophysics. CVM-trained DNNs exhibited
the same accuracy patterns and reaction time effects as
humans for rotated objects. Representational analysis
revealed that CVM causes DNNs to learn equivariance
to out-of-plane transformations, explaining their human-
like behavior. This provides a path towards reverse-
engineering biological vision and developing artificial
systems that better mimic the brain. Future work could
further enrich the data and objectives to capture addi-
tional developmental principles shaping human vision.
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Introduction

Deep neural networks (DNNs) have achieved remarkable suc-
cess on object recognition (Shankar et al., 2020) and segmen-
tation (Linsley, Kim, Ashok, & Serre, 2020) benchmarks on a
massive computational scale. However, as DNN accuracy on
these benchmarks improves, their representations and behav-
iors become increasingly misaligned with human vision (Fel*,
Rodriguez*, Linsley*, & Serre, 2022; Linsley et al., 2023). For
example, current DNNs rely on features that are very differ-
ent from those diagnostic for humans, and their performance
at predicting neural responses in the primate brain has stag-
nated relative to older models.
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Figure 1: CVM-trained DNNs learn equivariance to 3-
Dimensional (out-of-plane) object transformations. UMAP
was used to decompose model-learned representations of ob-
jects into 2-dimensions, which revealed distinct ring-like man-
ifolds for each object.

This growing divergence between DNNs and biological vi-
sion implies the current deep learning paradigm must be re-
vised to reverse engineer the brain’s visual intelligence. One
partial solution is constraining DNN representations to align
with human behavioral data directly (Fel* et al., 2022). How-
ever, this approach requires extensive human experiments
and does not provide insights into the developmental princi-
ples that shape human vision from childhood.

Here, we propose that ecological data diets and objective
functions inspired by human visual development can induce
DNNs to learn more human-like representations and behav-
iors. Specifically, we hypothesize that a key distinction miss-
ing in current DNN training is the rich spatiotemporal expe-



riences humans accumulate through actively observing ob-
jects in the world, often without explicit supervision. We test
whether DNNs trained on naturalistic object videos and objec-
tives mirroring this developmental experience can better cap-
ture human visual intelligence.

We developed a framework for systematically testing the
role of different data diets and objective functions on the rep-
resentations learned by DNNs. We systematically evaluate
how these DNNs best explain human behavior on popular psy-
chophysics stimuli —'Greebles’ (Gauthier & Tarr, 1997).

Underlying the alignment of CVM-trained DNNs are repre-
sentations that exhibit smooth equivariance to 3-dimensional
(out-of-plane) object transformations. This capability is not
found in DNNs trained on the same data through any other
means, showing that it is possible to align the visual behavior
of DNNs with humans by constructing them using ecological
data and objective functions.

Methods
Training Data Generation

To provide DNNs with more naturalistic visual experiences
akin to human development, we generated a large dataset
of spatiotemporal image sequences depicting 3D objects.
We utilized neural radiance fields (Mildenhall et al., 2020)
(NeRFs) trained on the Common Objects in 3D (Reizenstein
et al., 2021) (CO3D) dataset to create photorealistic 3D mod-
els of 18,619 common objects across 50 categories previ-
ously trained and released as part of the PeRFception chal-
lenge (Jeong et al., 2022). For each object, we rendered a
50-frame video sequence by moving a virtual camera along a
circular trajectory around the object.

The models were trained on short 4-frame snippets ex-
tracted from these longer video sequences, with a fixed num-
ber of skipped frames between each sampled frame. This
allowed the models to be exposed to coherent spatiotemporal
dynamics while still leveraging temporal invariance over vari-
ous timescales.

Experimental Setup

We trained Vision Transformer (Dosovitskiy et al., 2021) (ViT)
models on the generated video data. The ViT consisted of
two components: 1) A 12-layer frame encoder that processed
each individual 224x224 pixel image frame, splitting it into
16x16 pixel patches or "tokens.” 2) An 8-layer spatial-temporal
decoder that operated on the frame encoder outputs to ulti-
mately reconstruct the target output image(s) during training.
The encoder weights were shared across all input frames to
learn spatial representations invariant to temporal dynamics.

Learning Objectives

To investigate different inductive biases, we trained ViT mod-
els with three distinct self-supervised training objectives:

* Masked AutoEncoder (MAE): Randomly masked a subset
of image patches and trained the model to reconstruct the
missing patches (He et al., 2021).
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Figure 2: A CVM-trained model’s recognition confidence
aligns with human reaction time in a psychophysics ex-
periment. Human participants were tested on their ability to
identify 'Greebles’ in various poses. Their reaction time grew
as the objects were rotated further away from their canonical
poses (Ashworth Il et al., 2008). A CVM trained on natural-
istic object sequences was able to reliably predict the pose of
objects, and its recognition confidence strongly aligned with
human reaction time. Neither MVM- nor MAE-trained models
exhibited the same behavior.

* Masked Vision Modeling (MVM): Inspired by masked lan-
guage modeling (Devlin, Chang, Lee, & Toutanova, 2018),
we randomly mask an entire intermediate frame in the input
and trained the model to reconstruct the masked frame.

* Causal Vision Modeling (CVM): Taking inspiration from
causal language models (OpenAl, 2023), we masked the
final frame in every sequence and trained to predict this fu-
ture state based on the preceding frames.

For all objectives, the decoder was used only during training
to reconstruct the masked image regions. For evaluations, we
used the frame encoder representations, which captured the
spatiotemporal dynamics in a parametric form.

Results

The results showed that the CVM-trained DNNs closely mim-
icked human perception in terms of recognition confidence
and reaction time in psychophysics tasks involving Greebles.
We tested the same effect in models trained with CVM, MVM,
and MAE training objectives in three steps: (i) generated im-
age sequences from a camera revolving around 15 greeble
classes. (ii) stored each model’s representation of the canoni-
cal view (at 0° orientation) of every greeble as a template. (i)
compared each model’s representation of every other view of
the Greebles to this stored template. We measured model
recognition accuracy by assigning the class to the nearest
template and the model reaction time as the cosine similarity
of the template to all other views of each greeble. The CVM-
trained model’s accuracy was unrivaled (Human: 0.88, CVM:
0.64, MVM: 0.51 & MAE: 0.44) and had image representa-
tion dissimilarities significantly correlated with human reaction
times (p < 0.01, Fig 2).



We next investigated why CVM-trained models were signifi-
cantly more aligned with humans than any other model tested.
To do this, we decomposed CVM-trained model representa-
tions of Greebles with UMAP into a 2-dimensional embedding
to better interpret the structure it contains. Surprisingly, we
found that the model grouped all images from any given Gree-
ble into a manifold, in which camera orientations were ordered
and linearly decodable (Fig 1). In other words, CVM-trained
models learned equivariance to out-of-plane camera rotations
during their training, and this equivariance transferred to the
Greeble stimuli ‘0-shot’ (i.e., without additional training). Such
structure is non-trivial, and we did not observe it in either
MVM- or MAE-trained models.
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