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Abstract

Successful visually-guided navigation is crucial for ev-
eryday life, yet how the human visual cortex responds
during dynamic, egocentric navigation is understudied.
Here, we created a dataset of functional MRI responses to
the egocentric visual experience of visually-guided navi-
gation. This dataset includes voxelwise fMRI responses
estimated for 172 unique dynamic scene videos and 18
control videos of faces, objects, or abstract patterns.
Scene videos depicted unfamiliar places with no visible
people and varied in ego-motion direction, affordances,
and scene content. Participants also completed a sep-
arate set of functional localizer scans. Univariate analy-
ses of subject-specific scene-selective regions revealed
clear scene selectivity at the individual stimulus level,
as well as considerable reliable variation in the strength
of response across different scene videos. The top-
performing videos, which could be used to optimize the
efficiency of localizer tasks, tended to depict dynamic
ego-motion through doorways and tight spaces with nu-
merous viewpoints, whereas bottom-performing videos
tended to depict limited ego-motion through open spaces
with little change in viewpoint. Next, multivariate analy-
ses showed evidence of region-specific scene represen-
tations, consistent with previous work finding functional
distinctions between scene regions. These features set
the stage for future experiments using this dataset to test
representations of naturalistic variation in navigational
information, as well as comparing computational models
to human brains.
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Introduction

The human visual system supports visually-guided naviga-
tion with remarkable accuracy and flexibility, still outperform-
ing state-of-the-art artificial systems in robotics and computer
vision. How does the human visual system achieve this
feat? As an initial answer to this question, several decades
of work in cognitive neuroscience have revealed a network of
at least three cortical regions dedicated to representing visual
scene information, including the parahippocampal (PPA), me-
dial (MPA), and occipital (OPA) place areas (Epstein & Baker,
2019). All three regions respond selectively to visually pre-
sented scenes compared with other visual categories (e.g.,
faces or objects). However, these regions also show functional

dissociations. For example the OPA is significantly more sen-
sitive to dynamic scene information than PPA or MPA (Kamps,
Lall, & Dilks, 2016) and is hypothesized to play a critical role in
visually-guided navigation, whereas the PPA is hypothesized
to support scene categorization and the MPA memory-guided
navigation (Dilks, Kamps, & Persichetti, 2022). Despite the
fact that we regularly experience our visual world dynamically
during navigation, almost all studies to date have measured
responses in these regions to static images. Thus, how these
regions respond during the dynamic experience of egocentric
visually-guided navigation remains unclear.

To facilitate the study of dynamic scene processing, we col-
lected a dataset of responses to 190 unique video stimuli. The
majority of stimuli (N=172) depicted the egocentric visual ex-
perience of moving through a naturalistic scene. Scenes var-
ied in egocentric motion direction (e.g., straight ahead, turn
left or right), affordances (e.g., path or doorways to left or
right), openness (e.g., field vs corridor), and content (e.g., for-
est, city, house, classroom).

Results

Methods Five subjects (M,ge = 28 years, two female, three
right-handed) were recruited from the Greater Boston Area
via convenience sampling. fMRI data were acquired from a 3-
Tesla Siemens Magnetom Prisma scanner located Athinoula
A. Martinos Imaging Center at MIT, using a 32-channel head
coil. Across two scan sessions scheduled within a week of
one another, participants viewed 20 runs of stimuli presented
in an event-related design and consisting of 190 3-second
videos, with 172 videos of scenes and 18 control videos (9
object, 3 face, and 6 baseline). Across the two sessions,
participants viewed 8 repetitions per video. Participants also
completed 4 runs of a functional localizer experiment in which
a separate set of scene, face, object, and scrambled object
videos were presented in a block design. Using data from the
localizer experiment, scene-selective functional regions of in-
terest (fROIls) were defined for each individual subject’s brain
based on the contrast of scenes>objects, face areas based
on the contrast of faces>objects, and object areas based
on the contrast of objects>scrambled objects. Early visual
cortex (EVC) was defined anatomically based on probabilistic
parcels (Wang, Mruczek, Arcaro, & Kastner, 2015). Data were
preprocessed using fMRIprep (Esteban et al., 2019), and be-
tas for individual video stimuli were estimated using GLMsin-
gle (Prince et al., 2022).
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Figure 1: (A) Average responses across five subjects for each of the 190 stimulus videos. Notably, a majority of the scene videos
created specifically for this experiment drive higher responses relative to scene videos previously tested in other work. (B)
Example frames from the videos that elicited the overall highest responses (top row), the lowest responses amongst the scene
videos (middle row), and the overall lowest responses (bottom row) in OPA. (C) Results from a multivariate analysis showing the
average R-squared values across five subjects between scene regions and itself compared to other scene and control regions.

Univariate Analyses Univariate analyses revealed clear
scene selectivity at the individual stimulus level (Figure 1A).
The majority of the scene videos elicited numerically stronger
responses than the top-performing non-scene stimulus in all
three scene regions (e.g., 168/172 of the scene videos elicited
a higher response in OPA than the top-performing non-scene
video). Univariate responses were highly reliable, with inter-
subject correlations > 0.7 for all three scene regions (mea-
sured as the Pearson correlation between each subject’s uni-
variate responses across videos and the average of the re-
maining 4 subjects’ univariate responses). Responses also
varied considerably across the different scene videos, with the
top-performing scene videos eliciting 1.7-2.5 times stronger
responses than the bottom-performing scene videos across
scene regions. Videos eliciting the strongest activation depict
navigation through tight boundaries and doorways between
multiple spaces, whereas videos eliciting the weakest activa-
tion depict static views or stable forward motion through open
spaces with distant boundaries or no visible ground plane
(Figure 1B). These patterns of results were similar in all three
scene regions, with no ROI-specific information detected; the
correlation of univariate responses in a scene region to itself
(measured across split halves of the dataset) was not stronger
than itself with other scene regions.

Multivariate Analyses Multivariate analyses were per-
formed by computing a representational similarity matrix in
each fROI in each subject, with cells comprised of the Pear-
son correlation (across voxels) for all possible pairs of videos.
For each subject, we assessed the similarity of these repre-
sentational spaces between regions by computing the cor-
relation of the bottom triangle of each matrix between each
region and each other region (including itself) across split

halves of the data (Figure 1C). This analysis revealed that
scene regions are more strongly correlated with other scene
regions than face, object, or early visual regions, but addition-
ally that OPA and PPA are more strongly correlated with them-
selves than with the other scene regions ( = 0.158,SE =
0.044,p = 0.0071 for OPA compared to PPA and MPA and
B = 0.103,SE = 0.0425,p = 0.0418 for PPA compared to
OPA and MPA). This pattern of results held when all video
stimuli were included and also when the analyses was limited
to scene videos only. These results suggest that this dataset
captures both shared and unique aspects of the representa-
tional spaces encoded in each region of the scene network,
consistent with previous work suggesting that scene regions
are all scene-selective but nevertheless play distinct roles in
scene processing.

Discussion

We present a novel, condition-rich dataset of fMRI responses
to short videos depicting the egocentric experience of visually-
guided navigation through unfamiliar scenes, with variability in
ego-motion and scene content. Whole-brain, voxelwise re-
sponse estimates for 190 individual videos across 8 repeti-
tions per video in 5 subjects will be made publicly available
upon project completion. Univariate and multivariate analy-
ses confirm that this dataset is well-suited for experiments ex-
ploring how naturalistic scene information experienced during
navigation is represented across the cortical scene network
and for comparisons between human brain responses and
computational models. Furthermore, we identify a subset of
top-responding videos that can be used for an efficient and
engaging localizer experiment, with promising use cases for
diverse (e.g., pediatric, neuropsychological) populations.
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