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Abstract

Previous research has found that people explore strate-
gically, increasingly forgoing immediate rewards to gain
information when information has more value. While evi-
dence for strategic exploration is robust on average, there
is substantial heterogeneity in the extent to which individ-
uals consider information value when deciding whether
to explore or exploit. Here, we extended an existing task
to examine individual differences in how the value of in-
formation influences exploration. In a large sample of
adults (N = 163), we demonstrate that sensitivity to the
value of information may reflect the extent to which infor-
mation is used to guide future choices.
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Introduction

People often face decisions between ‘exploiting’ known op-
tions to maximize immediate reward gain versus ‘exploring’
more uncertain options to gain information. Extensive prior
research investigating these decisions has found that people
explore strategically, such that they increase their tendency to
explore more uncertain options when gaining information can
improve future choices (Wilson, Geana, White, Ludvig, & Co-
hen, 2014; Rich & Gureckis, 2018). Prior work has measured
strategic exploration by manipulating two distinct task proper-
ties: the horizon over which people will make future decisions
(Wilson et al., 2014) and the contingency between choice and
information (Rich & Gureckis, 2018). If people behave strate-
gically, shortening decision horizons and removing the choice-
information contingency should both lead to reduced explo-
ration in favor of immediate reward maximization.

It is unclear, however, whether these two manipulations
lead to convergent effects, particularly in developmental
and clinical populations that exhibit substantial (and poten-
tially informative) heterogeneity in their exploratory behav-
iors (Somerville et al.,, 2017; Harms et al., 2024; Zhuang,
Niebaum, & Munakata, 2023; Smith et al., 2022). Importantly,
normative computations of ‘information value’ assume that in-
formation will be learned and used optimally to guide future
choices. Any suboptimalities in learning, if the chooser ac-
counts for them, should reduce the effective value of informa-
tion and produce what appear to be ‘failures’ to fully to modu-
late exploration based on models of ideal responses to these
task manipulations.

Our goals in this study were twofold. First, we aimed to
adapt and extend an existing strategic exploration task (Wilson
et al., 2014) so that it could be used in future work with de-
velopmental and clinical populations. We shortened the task,
framed it within a child-friendly narrative, and removed all ex-
plicit numbers to mitigate confounds induced by individual dif-
ferences in mathematical abilities. Second, we aimed to ex-
amine how individual differences in strategic exploration re-
lated to individual differences in value-guided learning. By
adding a counterfactual (cf) feedback manipulation, we could
test the extent to which the learning assumptions implicit in

theories of optimal information-seeking aligned with adults’
behavior.

Methods

Young adult participants (N = 163, ages 18 - 30 years, re-
cruited from Prolific) completed an adapted version of the
’horizons’ task (Wilson et al., 2014) online.

Participants completed four blocks of 40 ‘games’ during
which they had to select between two trees to pick the largest
apples. After selecting a tree, participants received an apple
(depicted as a red circle), that remained on the screen for the
duration of the game (Fig. 1). Participants were told that some
trees tended to produce larger apples than other trees, and
that they should try to select the trees with the largest apples.

In each task block, participants experienced both ‘short-
horizon” and ‘long-horizon’ games, which were interleaved in
a random order. Each game began with four forced-choice tri-
als, in which participants had to select (via key press) the tree
on which a sloth appeared (Fig. 1). The forced-choice trials
were distributed such that participants selected three apples
from one of the trees and one apple from the other tree, in
a randomized order. This manipulation imposed a difference
in information between the two trees. Following the forced-
choice trials, either one or four monkeys appeared in the cen-
ter of the screen, indicating the number of free-choice trials
that participants could make — one in short-horizon games,
and four in long-horizon games. In long-horizon games, af-
ter each free choice, a monkey disappeared from the screen,
such that the number of remaining monkeys on the screen in-
dicated to participants their remaining number of free choices.
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Figure 1: Participants completed 160 games in which they
selected between two trees to pick the largest apples. Games
comprised four forced-choice trials and either one or four free-
choice trials.

Participants completed two ’baseline’ blocks in which they
only saw apples from selected trees, and two ’'cf’ task blocks
in which they saw apples they would have received had they
selected the alternative tree on free-choice trials. The mo-
tivation for these manipulations is that directed exploration
(choice of the more informative option on the first trial) is pre-
dicted to increase in long-horizon games (because information
gained can improve later choices) but this effect should disap-
pear with cf feedback (where information does not depend on
choice).



Results
Exploratory decision-making

We first examined participants’ tendency to select the more
informative option (i.e., the option with only 1 versus 3 apples
picked from the forced-choice trials) on the first free-choice
trial of every game, via a mixed-effects logistic regression with
the experienced value difference between the trees, horizon,
and block condition as interacting predictors. We hypothe-
sized that in addition to making value-driven choices, partici-
pants would choose the more informative option more often in
long vs. short-horizon games within baseline but not cf blocks.

In line with our predictions, we observed main effects of
value, horizon, and condition in the directions we expected
(ps < .001; Fig. 2). However, in contrast to our initial hypoth-
esis, we did not observe a significant horizon x condition in-
teraction effect, p = .03,SE = .02,z = 1.8,p = .072. Even
when we examined cf trials on their own, we continued to ob-
serve a significant effect of horizon on information-seeking,
B=.07,SE = .02,z =3.02,p = .003. These data suggest
that even when participants’ choices had no influence on the
information they received, they were still more likely to select
the more uncertain option in long-horizon games.

o )
b= Baseline Counterfactual
2
30.75
Horizon
?
8 0.50 H long
o
< === short
O 025
Qo
<]

Difference in Means (in Pixels of Area)

Figure 2: Participants more often chose the more informative
option in long-horizon games and in baseline blocks.

Why did participants continue to demonstrate an effect of
horizon on choice, even in the cf condition? One possibility
is that participants do not learn as effectively from cf informa-
tion (Li & Daw, 2011). Despite being presented with full feed-
back on every trial, they may still change their decisions more
based on experienced outcomes, leading to greater effective
benefits of ‘information-seeking’ in long-horizon games.

Value-guided learning

To test whether this was the case, we examined participants’
subsequent free choices on long-horizon games in cf feed-
back blocks. We ran a logistic mixed-effects model examining
the option participants selected as a function of experienced
and cf outcomes, controlling for the overall mean of the out-
comes revealed through forced-choice trials, the trial’s ‘more
informative’ option, and the previous’ trial’s choice. Partici-
pants’ choices were influenced by all outcomes, though they
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Figure 3: Participants learned more from experienced vs. cf
outcomes.

weighted experienced outcomes more heavily (Fig. 3), indi-
cating that persistent sensitivity to horizon in the cf feedback
condition may reflect imperfect cf updating.

Relations between exploration and learning

We hypothesized that participants who learned the most
from cf feedback would also show the greatest differences in
information-seeking between baseline and cf feedback blocks.
For each participant, we derived a ‘cf learning ratio’ by sum-
ming the cf feedback fixed effect from our learning model with
their cf feedback random slopes, and dividing by the sum of
their experienced feedback effects. On average, participants’
cf learning ratio was below 1 (mean = .77 (SD = .16)).

We then ran a linear regression examining how these ratios
related to individual differences in the effect of block condition
(derived from our choice regression model) on information-
seeking in long-horizon games. We found that participants
who demonstrated the greatest differences in information-
seeking between the baseline and cf blocks also demon-
strated the best learning from cf feedback, b = .06,SE =
.02,t =3.96,p < .001.

Discussion

Our results demonstrate that our child-friendly task success-
fully reproduces signatures of strategic exploration in adult
participants. However, in contrast to the predictions of norma-
tive models, the inclusion of cf feedback did not fully attenuate
horizon effects on information-seeking.

There are additional possible reasons why participants may
have shown information-seeking behavior even when informa-
tion was not contingent on choice. Participants may have been
more risk-seeking when they knew they had additional oppor-
tunities to make choices. Alternatively, rather than computing
the value of information when faced with explore/exploit deci-
sions, participants may have relied on simpler heuristic cues —
like the game’s 'horizon’ — to determine how much to explore.

Here, we demonstrate preliminary evidence for a third pos-
sibility — participants’ information-seeking may take into ac-
count their own subsequent learning biases. Thus, 'failures’
to explore strategically may emerge from adaptive considera-
tion of one’s own future use of information.
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