Convolutional neural networks align early in training with neural representations
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Figure 1: a) Alignment (RSA) of EEG (posterior electrodes) with output of same 4 ResNet-50 blocks for 80, 170 and 300 ms. b)
Alignment (RSA) of BOLD-MRI with output of the 4 ResNet-50 blocks for V1v, hV4 and PPA. For both (a) and (b) epochs are

plotted on a log-scale.

Abstract

Task-optimized deep convolutional neural networks (DCNNs)
achieve human-level performance in object recognition and
are leading in explaining neural activity across various brain
measurement modalities. DCNNs are trained over numerous
iterations to improve performance on a task, typically object
recognition, whereby the underlying assumption is that opti-
mizing network performance translates to better explanatory
power for brain activity. Contrary to this assumption, our anal-
ysis of two published datasets (fMRI, EEG) reveals that the
optimal alignment between brain activity and DCNNs already
occurs after the first or one of the earliest iterations, and that
changes in the brain-alignment are unrelated to changes in
task-performance. This implies that extensive training on one
task does not result in optimal brain alignment with visual cor-
tex. It further suggests that much could be gained by aligning
the training over epochs of a DCNN with learning in biological
organisms.
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Introduction

Deep convolutional neural networks (DCNNs) have emerged
as state-of-the-art models of primate visual processing, in par-
ticular object recognition, rivaling human performance in spe-
cific tasks (Kell & McDermott, 2019). Representational simi-
larity analysis, in which pairwise comparisons of stimulus re-
sponses are correlated between brain responses and DC-
NNs (Kriegeskorte et al., 2008) or linear encoding models that
regress convolutional features of task-optimized DNNs onto

neural data achieve high performance across multiple modal-
ities, including EEG (Gifford et al., 2022), MEG (Seeliger et
al., 2018), fMRI (Storrs et al., 2021), and electrophysiology
(Yamins et al., 2014). The effects of training strategy, training
dataset, and/or model architecture on DNN-brain alignment
have been studied extensively (e.g., Conwell et al., 2022) .
The majority of brain alignment studies have used DCNNs
optimized for specific tasks, often object recognition, and the
implicit assumption has been that the better model is at the
task, the higher the brain alignment should be. However, it
is possible that the alignment of neural activity with DCNNs
is, for the vast majority, not based on the optimized tasks but
rather more basic visual processes. For instance, Seijdel et
al. (2020) and Loke et al. (2024) have shown that, for the
datasets analysed in those studies, most of the brain align-
ment resulted from processing of scene segmentation and lo-
cal features, not object processing. While untrained networks
are often included as control comparisons to assess the in-
fluence of network training on brain alignment (Xu & Vaziri-
Pashkam, 2021), the question how representations align as
network training evolves has received much less attention.
Here, we evaluate, for one DCNN architecture (ResNet-50)
(He et al., 2016) that aligns well with neural activity, to what
degree neural alignment changes as a function of training. If
alignment is based on task specialisation we would expect to
see an increase of alignment with an increase in task perfor-
mance. However, if alignment is mainly based on more funda-
mental low- and mid-level statistical differences between im-
ages, it is possible that peak alignment occurs after only a lim-
ited amount of epochs and that changes in task performance
and brain alignment are unrelated.



Methods

For evaluating brain alignment of DCNNs we used the Nat-
ural Scenes Dataset (NSD; Allen et al., 2022), an extensive
fMRI dataset including neural responses of eight participants
to 73,000 images (30,000 images per participant) from the
COCO dataset (Lin et al., 2014). For the current analysis we
used a subset of the 1,000 (872 after removing missing tri-
als) COCO stimuli that were seen by all participants and the
accessory fMRI per-trial responses as preprocessed in the
development kit of Gifford et al. (2023). Specifically, we an-
alyzed responses from the V1 ventral, V4 and parahippocam-
pal place area (PPA) ROls. We obtained EEG data from Gif-
ford et al. (2022). The dataset contains EEG responses of
10 subjects over 82,160 trials each viewing THINGS (Hebart
et al., 2019) images, consisting from 1854 concepts with 10
stimuli per concept. We used EEG measurements taken from
all 17 channels overlying occipital and parietal cortex, aver-
aging over the concept categories and stimuli repetitions. We
train a set of five ResNet-50 (He et al., 2016) models on Ima-
geNet (Russakovsky et al., 2015) for 90 epochs, saving model
checkpoints at each epoch. We use different seeds for ran-
dom weight initialization for each model instance to account
for individual differences (Mehrer et al., 2020) in feature rep-
resentations. For each of the datasets, we extract the features
of all ResNet-50 instances after each identity block, for multi-
ple epochs of training duration. Using representational simi-
larity analysis (RSA; Kriegeskorte et al. (2008), we transform
these layer features into representational dissimilarity matri-
ces (RDMs), one for each chosen layer, epoch and seed. For
the EEG data we obtained RDMs for each timepoint of inter-
est (80, 170, and 300ms) and for the fMRI for each region of
interest (V1v, V4, PPA). We compared the DCNN RDMs with
the neural RDMs using Pearson correlation. We report the av-
erage over all subjects and ResNet-50 instances within each
modality.

Results

Figure 1a shows the development of DCNN alignment with
fMRI responses (Pearson correlation) as a function of train-
ing epochs (average of 5 ResNet-50s) on a logarithmic scale
for ROIs V1v, V4, and PPA of the NSD dataset (Allen et al.,
2022). For block 1 and 2 brain alignment peaks at epoch 1
for all three ROIs and drops or remains approximately con-
stant afterwards. The highest alignment for V1v is observed
for block 1 in epoch 1. Block 4 has the best alignment for
hV4 and PPA at epoch 9 (hV4) and epoch 1 (PPA). Block 3
does show a consistent increase of alignment with training al-
beit only being the best performing block for V1v in the final
epoch.

Correlations with EEG recordings (Fig. 1b) at 80 ms are
maximal when the models are untrained, becoming worse for
all four blocks during training. For later time points (170 and
300 ms) alignment is substantially increased after epoch 1 but
is constant during further training. For these time points there
is either a drop or no change in alignment for blocks 1, 2 and

4, while for block 3 (and block 2 for 300 ms) alignment keep
increasing until the final epoch.

Together the NSD and EEG results are very similar, the
bulk of the alignment has taken place after 1 to 3 epochs at
which time model performance is still far from optimal. Also,
apart from a change in alignment between epoch 0 and 1 we
observe no clear relationship between changes in accuracy
and changes in brain alignment in either data-set.

Finally we wish to note that a mapping of hierarchy of DC-
NNs over time and space with the brain (Viv and 80 ms
EEG early layers, 300 ms and PPA later layers) appears to
be more apparent when taking alignment over epochs into ac-
count than with only the fully trained networks.

Discussion

There is a weak and a strong version of the idea of aligning
task-optimized DCNNs with the brain. In the strong version a
network that is more optimized for a task should have a bet-
ter alignment with the brain. The weak version of this idea
presumes that a specific part of the brain, involved in specific
tasks, should align better to DCNNs whose performance is op-
timized for those tasks (Dwivedi et al., 2021). No decrease in
alignment with training is explicitly expected in either of these
scenarios. The data presented in this paper is in direct con-
tradiction with the strong version and potentially problematic
for the weak version of the task-optimized approach since we
find, in part of the data, decreases in brain alignment with an
increase in training and only two data points (out of 144) for
which a layer is optimally aligned after full training. At least two
scenarios are possible to explain the observed patterns. First,
the weak, but not the strong version of the task-optimized DC-
NNs approach applies. That is, the DCNN is a model of some
part of brain processing, which is potentially not, or only to a
limited degree, covered in the current data (although the drop
in alignment remains an issue). Second, the task used for net-
work optimisation (in this case object detection with ImageNet)
aligns only to a limited degree with what humans do. Poten-
tially, both the DCNN and the human brain learn the basic
statistical structure of the world in their development / training
but solve the task of object recognition ultimately in a different
way, resulting in an earlier optimal alignment. This connects
well with data indicating that DCNNs and the brain align in the
partition of variance related to mid-level processing (Seijdel et
al., 2020; Loke et al., 2024).

Conclusion

Our data shows that optimal alignment between the brain and
DCNNs might not be found in task-optimized networks and
that there is no correlation between increase in task perfor-
mance and brain alignment, at least for the data under consid-
eration. Further, alignment often peaks early in training sug-
gesting that the basis of alignment is (partly) unrelated to a
specific task. In general our results show that it is paramount
to consider the entire training trajectory when considering
brain/DCNN alignment.
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