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Abstract
We often rely on others’ testimony to learn about new top-
ics, such as health benefits of a novel food. However,
the sources are not always knowledgeable, helpful, or un-
biased, necessitating an assessment of their credibility.
Here, we present a Bayesian model of source credibility,
where a listener reasons about the expertise and inten-
tions of a source. We consider a scenario where both par-
ties have noisy access to the ground truth of familiar top-
ics, which serves as a basis for rational inference about
a source’s credibility on novel topics. This approach pro-
vides a computational framework for understanding how
people respond to information in domains like science
communication and media consumption.
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Introduction
We often rely on testimony from others when learning about
new topics. Recommendations from social media, for exam-
ple, can inform our choice on whether to include a new food
into our diet. Given a constant influx of information from var-
ious sources, we face the problem of deciding which sources
are credible and what messages to believe. At a minimum, we
need to discern whether a source is knowledgeable, whether
it communicates its genuine beliefs, or whether it has con-
cealed motives. To effectively judge these factors, examin-
ing a source’s views on familiar topics can be useful. This
can serve as a basis for listeners to infer the credibility of the
sources, which can be generalized to evaluate their testimony
on novel topics.

Reasoning About Credibility
We present a Bayesian account of reasoning about source
credibility, where the listener simultaneously infers the exper-
tise and intention of a source while trying to figure out the truth.
Previous research has shown that adults consider the exper-
tise and potential biases of sources when estimating the value
of used cars (Birnbaum & Stegner, 1979) while young children
readily infer whether the informant is knowledgeable and help-
ful in epistemic trust tasks (Landrum, Eaves, & Shafto, 2015).
Therefore, we consider how the credibility of a source can be
derived from inference about three attributes: knowledgeabil-
ity (being an expert), helpfulness (being informative), and bias
(having persuasive goals).

Model Framework We model a simplified setting involving
one source and one listener, where there is a familiar topic

(e.g. the healthiness of broccoli) and a related, novel topic
(e.g., the healthiness of avocado). The source has informa-
tion about both topics, while the listener only has prior experi-
ence with the familiar topic. The source offers suggestions on
these topics by proposing a discrete rating ranging from 0 to
rmax, without any background of the source itself being avail-
able. The familiar topic allows the listener to reason about the
source’s knowledgeability, helpfulness and bias based on a
kernel of correlated information (Figure 1).

Figure 1: Bayesian network graph of reasoning about source
credibility. Source knowledge and helpfulness are shared
across topics while the bias is topic specific. The informa-
tion available to the listener is marked by bold contours.

The truth value or goodness of a topic p ranges from 0 to
1. For the familiar topic, both parties have noisy access to
the ground truth through probabilistic sampling, which yields
either positive or negative outcome. The number of samples
a source can draw is determined by its knowledgeability. For
example, drawing N samples would lead to N+ positive sam-
ples according to Binomial(N, p). We refer to the accumu-
lated outcomes as one’s experience.

Recursive reasoning Our model builds on the rational
speech act framework (Goodman & Frank, 2016), in which
Bayesian agents reason about one another’s decisions and
inferences recursively: A savvy listener L with experience e
interprets the intended meaning and goals that would have
led a source S to produce a particular rating r

PL(p|r,e) ∝ PS(r|p)PL(p|e).



Meanwhile the source reasons about a naive listener L0 who
simply accepts the rating at face value

PL0(p|r) ∝ δ(r/rmax, p)P(p),

where δ returns 1 if the normalized rating equals to the true
value of the topic and 0 otherwise.

The rating proposed by the source is generated by maxi-
mizing a combined utility, consisting of a persuasive utility Up
that bias the listener toward perceiving the truth as either pos-
itive or negative, and an informational utility Ui that seeks to
convey the source’s own beliefs PS as accurately as possible

Up = EL[p]−0.5,

Ui = S(PS,PL),

U = h∗Ui +b∗Up,

where the discrete weighting factors are h ∈ {0,1} and b ∈
{−1,0,1}. The S measures the similarity between beliefs

S(P1,P2) = 1−D(P1,P2),

where D quantify the Wasserstein distance of two distribu-
tions, where the minimum distance is 0 for identical ones.
The distributions in our case are defined within [0,1], thus the
largest distance is 1.

Quantify Credibility We formalize a multi-dimensional no-
tion of credibility in an agent-relative manner, such that a fully
credible source is one that would lead its listener to draw con-
clusions identical to those of the naive listener. The latter can
be thought of as instantiating a form of trust which involves a
suspension of the deliberative process (Nguyen, 2022).

Specifically, we quantify source credibility through the simi-
larity S(P,Q) between the posterior P of the savvy listener and
posterior Q of a native listener after hearing the source’s tes-
timony about a novel topic. The credibility C is defined as the
averaged similarity in response to all possible ratings, minus
the baseline credibility C0 of an unknown source appears to
the savvy listener

C =
1

rmax

rmax

∑
r

S(Pr,Qr)−C0.

Simulation Results We modeled two situations where the
listener’s belief on the familiar topic is either neutral or polar-
ized (Figure 2). We manipulated the certainty in those beliefs
by varying the number and outcome of samples drawn by the
listener. This allows us to assess the impact of the listener
experience on the perception of the source credibility.

The source is either not knowledgeable or an expert (can
draw 1 or 10 samples, respectively). For the opinionated
listener who happens to consistently draw positive samples,
credibility increases if the source suggests the highest rating
for the familiar topic, while eventually decreases for other rat-
ings (Figure 2, top). For the moderate listener with mixed ex-
periences, the credibility is lower than baseline for extreme
ratings but higher for intermediate ratings (Figure 2, bottom).

Figure 2: Source credibility assessed by listeners with varying
experience.

Discussion
In this study, the listener models the source with domain gen-
eral helpfulness and knowledgeability. Generalizing different
attributes of the source across topics or social groups can fa-
cilitate social learning but might sometimes lead to undesir-
able consequences. We plan to apply this general computa-
tional framework to study how people conduct common sense
reasoning about source credibility in contexts such as science
communication and media consumption, as well as extend it
to study more complex belief networks at both individual and
collective levels (Vlasceanu, Dyckovsky, & Coman, 2024).
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