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Human perception is complex and multifaceted,
making it challenging to quantify the subtle nu-
ances and variations in how individuals perceive
and categorize objects. To address this, we
propose a novel brain-inspired mental embedding
model called CLIP-HBA (Human Behavioral/Brain
Analysis), leveraging the multimodal capabilities of
the CLIP (Contrastive Language-Image Pre-training)
architecture to create generalizable embeddings
from human behavioral outputs and neural data. By
fine-tuning the CLIP model with a 66-dimensional
behavioral embedding derived from the SPoSE
(Sparse Positive Similarity Embedding) model and
the THINGs dataset, CLIP-HBA demonstrates im-
provements in behavioral and brain alignment com-
pared to the original CLIP-ViT (Vision Transformer)
model. The model’s generalizability is validated
through external magnetoencephalography (MEG)
datasets, consistently outperforming CLIP-ViT in
brain alignment. This work opens new avenues for
creating personalizable embeddings specific to di-
verse populations.

Keywords: Object Perception; Embeddings; Transform-
ers

Introduction
Quantifying the subtle nuances and variations in hu-
man perception has traditionally been challenging, rely-
ing predominantly on behavioral studies or direct brain
data measurements. These methods, while informa-
tive, are often limited to a set number of participants
or stimuli. To bridge this gap, we propose a novel ap-
proach leveraging the capabilities of a multimodal vision
transformer model—specifically, the CLIP (Contrastive
Learning Image Pre-training) architecture developed by
OpenAI (Radford et al., 2021). Our model, CLIP-HBA
(Human Behavioral/Brain Analysis), integrates multiple
modalities (vision and text) to mirror the multifaceted
nature of human perception. By leveraging the scal-
able and transferable nature of the transformer architec-
ture (Pope et al., 2022), CLIP-HBA is designed to align
closely with human behavioral outputs and neural data,
providing a more comprehensive framework for under-
standing perceptual differences among individuals.

We fine-tuned the CLIP model with a 66-dimensional
behavioral embedding obtained from a large-scale be-
havioral modeling - THINGS Database (Hebart et al.,
2019). CLIP-HBA’s performance was evaluated by
assessing object dissimilarity alignment with valida-
tion behavioral data and comparing its alignment with
brain signal cognitive responses, as measured by mag-
netoencephalography (MEG) data, against the origi-
nal CLIP-ViT-L/14 (Vision Transformer) and the SPoSE
model, a behavioral model trained on the large behav-
ioral triplet studies from THINGS itself.

Figure 1: Schematic of the CLIP-HBA model training
workflow. Fine tuning on the human mental embeddings
occurs with the MSELoss function which computes the
loss for backpropagation, affecting only the LoRa layers.

Methods
Our training procedure initializes using the model with
the ViT L/14 backbone and freezing the entire CLIP
model. We integrate LoRA layers into the attention out-
put projection layers of the last layer of the transformer
text encoder and the last two attention layers of the vi-
sion encoder (rank = 8, dropout rate = 0.1). Only the
LoRA layers are unfrozen for updates during training
(Hu et al., 2021).

The CLIP architecture processes text and image in-
puts. Each image input is paired with either 66 or
49 prompts, matching the dimensionality of the target
SPoSE embedding (66d or 49d). Each prompt pair is
named after a SPoSE model dimension. The image and
text inputs are processed through their respective en-
coders, and the outputs are combined into a represen-
tational matrix for each image and dimensional pair, cre-
ating a series of n-dimensional binding matrices. During
training, an MSELoss function calculates the loss, en-
abling backpropagation to update the LoRa layers in the
targeted attention layers. This focused updating refines
our model while maintaining computational and training
efficiency.

Behavioral Validation
After fine-tuning the CLIP-HBA model, we conducted in-
ference on a set of 48 object images from the THINGs
database whose combination was fully sampled in a be-
havioral odd one out task (Hebart et al., 2020). These
48 objects were specifically excluded during training to
prevent data leakage. We calculated the Pearson r
correlation between our model’s predicted Represen-
tational Dissimilarity Matrix (RDM) (Kriegeskorte et al.,
2008) and the fully sampled behavioral RDM, achieving
a 0.75 Pearson r correlation with a minimal p-value, in-



Figure 2: Outcomes of the behavioral validation for the
CLIP-HBA model. Left panels show a 48x48 represen-
tational dissimilarity matrix (RDM) measured from CLIP-
HBA (top) and CLIP-ViT (bottom) models. Right panels
compare predicted dissimilarities to the measured data

dicating a 95% confidence interval (CI) of [0.72, 0.77].
We also ran the same process using the original CLIP-
ViT model to establish a baseline for comparison. From
this model, we extracted a 768-dimensional embedding
for each image from the last layer activation (Mutten-
thaler and Hebart, 2021). The Pearson r correlation
against the fully sampled behavioral RDM for CLIP-ViT
was 0.56, with a 95% CI of [0.52, 0.60]. This compar-
ison highlights the superior generalizability and behav-
ioral alignment of the CLIP-HBA model, demonstrating
approximately a 35% improvement over the baseline
CLIP-ViT model.

Brain MEG validation
Initially trained on behavioral data, we explored CLIP-
HBA for better alignment with brain data compared
to CLIP-ViT. After fine-tuning, we used CLIP-HBA to
analyze the 1854 THINGs image set, creating an
1854x1854 object RDM. We then computed time-
resolved Spearman correlations with MEG RDMs from
four participants exposed to the same 1854 visual stim-
uli(Hebart et al., 2023). This process was also applied
to create a CLIP-ViT 1854x1854 RDM. A lower bound
noise ceiling was calculated, and we compared the tem-
poral correlations for the original SPoSE model embed-
dings. We assessed model alignment with MEG RDMs
by calculating the Area under Curve (AUC) for each
correlation line (Figure 3). Results show that CLIP-
HBA’s correlation pattern and AUC are similar to the
SPoSE model, while CLIP-ViT shows lower correlations
and AUC, indicating that fine-tuned CLIP-HBA improves
both behavioral and neural alignment.

To demonstrate generalizability, CLIP-HBA was

tested with three external datasets. Figure 3 B1 and
B2 show MEG alignment results using data on neural
responses to animate and inanimate objects under vari-
ous image quality conditions (blurriness) (Grootswagers
et al., 2017b). Figure 3B1 shows model correlation to 48
clear, monochromatic images of animate and inanimate
objects, while Figure 3B2 shows correlation to the same
objects with blurriness. In both analyses, CLIP-HBA
produces a higher AUC than CLIP-ViT, with both mod-
els peaking later than the cross-subject correlation. Fig-
ure 3B3 validates our approach using MEG data from a
study using color stimuli with backgrounds of humans,
animals, fruits, and man-made objects (Grootswagers
et al., 2017a), showing similar results with CLIP-HBA
outperforming CLIP-ViT in brain alignments.

Figure 3: Model Brain Alignment Across MEG Data
Sets. A) Temporal correlation of model-predicted ob-
ject RDMs with THINGs MEG RDMs derived from 1854
visual stimuli. B1-B3) Displays the model correlations
with external MEG datasets representing various condi-
tions and object categories.

Discussion
Our findings show promising behavioral and brain
alignment, even without training on brain data. This
suggests that integrating brain data into our train-
ing process—using brain decoding accuracy matrices
or RDMs as training targets—could further refine the
model’s alignment with human perception. As the model
better scores dimensions akin to human judgment, it
approaches a closer representation of human percep-
tual processes. This fine-tuning success opens av-
enues for representing perceptions across demograph-
ics, such as infants (Xie et al., 2022) or neurodiver-
gent populations, allowing us to explore perceptual dif-
ferences across diverse groups. Moving forward, we
aim to refine our modeling techniques, expand our data
scope, and create more scalable, representative behav-
ioral and neural embedding models.
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